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ABSTRACT 
 

This work is dedicated to Bangla Crime Type Classification. Despite several 

comprehensive crime textual datasets are available on different languages but there is no  

available dataset on Bengali language. In this work, we created a dataset of Bangla crime 

articles from different news portals like (Prothom Alo, Jugantor, Noya Digonto), which 

contains around 3,500 articles. Then we have built our crime classifier model and trained 

the classifier with our own dataset. This paper explores the use of machine learning 

approaches, or more specifically, four supervised learning Methods, namely Logistic 

Regression, Support Vector Machine (SVM), K-Nearest Neighbour (KNN) and Naive 

Bayes (NB) for categorization of Bangla Crime News Articles. Finally we have 

summarized the experimental result in tabular form. We can see that significant improved 

accuracy can be achieved using machine learning algorithms in classifying Bangla Crime 

data. The final experimental result shows that proposed model is able to achieve around 

87% accuracy. 
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CHAPTER 1 

INTRODUCTION 

1.1 Introduction 

Crime data analysis is a systematic analysis for detecting and analyzing various types of 

crimes and classifies its patterns. These patterns play an important role for solving 

different crime types, problems and in making different strategies to solve the crime 

problems. Different types of news articles of online newspapers publish thousands of 

crime news which contain the details of victims, crime type, criminals, locations etc. 

Many studies have discovered various techniques to investigate the crime data. Now 

various machine learning techniques are utilized for the extraction of appropriate 

meaningful features in order to classify the text documents. In the active research area of 

text mining, Text categorization is one where all the documents are categorized with basic 

three types of knowledge, supervised, semi-supervised and unsupervised. Among these 

machine learning techniques, supervised learning has become more popular in the word. 

Different types of supervised learning approaches have been used in many research such 

as   Support Vector Machine, Logistic Regression, K-Nearest Neighbour, Naive Bayes, 

etc. In order to train these supervised learning model, different statistical and machine 

learning approaches have been used to extract meaningful features for accurate text 

classifications [1].Despite several comprehensive crime textual datasets are available on 

different languages but there is no available dataset on Bengali language. In this work, we 

created a dataset of Bangla crime articles from different news portals like (Prothom Alo, 

Jugantor, Noya Digonto), which contains around 3,500 articles. Then we have built our 

crime classifier model and trained the classifier with our own dataset. Finally we have 

summarized the experimental result in tabular form. We can see that significant improved 

accuracy can be achieved using machine learning algorithms in classifying Bangla Crime 

data. 

 

1.2  What is Natural Language Processing? 

Natural language processing (NLP) is a field of artificial intelligence in which computers 

analyze, understand, and derive meaning from human language in a smart and useful way. 

By utilizing NLP, developers can organize and structure knowledge to perform tasks such 

as automatic summarization, translation, named entity recognition, relationship 

extraction, sentiment analysis, speech recognition, and topic segmentation. 

“Apart from common word processor operations that treat text like a mere sequence of 

symbols, NLP considers the hierarchical structure of language: several words make a 

phrase, several phrases make a sentence and, ultimately, sentences convey ideas,” John 

Rehling, an NLP expert at Meltwater Group, says in How Natural Language Processing 

Helps Uncover Social Media Sentiment. “By analyzing language for its meaning, NLP 

systems have long filled useful roles, such as correcting grammar, converting speech to 

text and automatically translating between languages.” 

https://www.datarobot.com/wiki/natural-language-processing/
https://www.datarobot.com/wiki/artificial-intelligence/
http://mashable.com/2011/11/08/natural-language-processing-social-media/#VbWC8PySNqqy
http://mashable.com/2011/11/08/natural-language-processing-social-media/#VbWC8PySNqqy
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NLP is used to analyze text, allowing machines to understand how humans speak. This 

human-computer interaction enables real-world applications like automatic text 

summarization, sentiment analysis, topic extraction, named entity recognition, parts-of-

speech tagging, relationship extraction, stemming, and more. NLP is commonly used 

for text mining, machine translation, and automated question answering. 

NLP is characterized as a difficult problem in computer science. Human language is 

rarely precise, or plainly spoken. To understand human language is to understand not only 

the words, but the concepts and how they’re linked together to create meaning. Despite 

language being one of the easiest things for the human mind to learn, the ambiguity of 

language is what makes natural language processing a difficult problem for computers to 

master [2]. 

 

Figure 1.1: Natural Language Processing 

 

Most NLP techniques rely on machine learning to derive meaning from human languages. 

In fact, a typical interaction between humans and machines using Natural Language 

Processing could go as follows: 

1. A human talks to the machine. 

2. The machine captures the audio. 

3. Audio to text conversion takes place. 

4. Processing of the text’s data. 

5. Data to audio conversion takes place. 

6. The machine responds to the human by playing the audio file. 

 

 

1.3 Why is NLP important? 

The biggest benefit of NLP for businesses is the ability of technology to detect, and 

process massive volumes of text data across the digital world including; social media 

platforms, online reviews, news reports, and others. Also, by collecting and analyzing 

business data, NLP is able to offer businesses valuable insights into brand performance. 

In addition, NLP models can detect any persisting issues and take necessary mitigation 

measures to improve performance. Google speech to text is able to achieve all of this by 

https://en.wikipedia.org/wiki/Artificial_intelligence#Natural_language_processing_.28communication.29
https://en.wikipedia.org/wiki/Automatic_summarization
https://en.wikipedia.org/wiki/Automatic_summarization
https://en.wikipedia.org/wiki/Sentiment_analysis
https://en.wikipedia.org/wiki/Terminology_extraction
https://en.wikipedia.org/wiki/Named-entity_recognition
https://en.wikipedia.org/wiki/Part-of-speech_tagging
https://en.wikipedia.org/wiki/Part-of-speech_tagging
https://en.wikipedia.org/wiki/Relationship_extraction
https://en.wikipedia.org/wiki/Stemming
https://en.wikipedia.org/wiki/Text_mining
https://en.wikipedia.org/wiki/Machine_translation
https://en.wikipedia.org/wiki/Question_answering
http://research.microsoft.com/en-us/groups/nlp/
https://www.folio3.ai/technology/google-speech-to-text-service/
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training machines to understand human language in a faster, more accurate, and 

consistent way than human agents. The technology is able to consistently monitor and 

process data. This helps brands remain updated with their online presence, and not get 

riddled with inconsistencies. 

 

Figure 1.2: Important of Natural Language Processing 

 

1.4 Real Life Applications of NLP 

 
Natural Language Processing is the driving force behind the following common 

applications: 

1.Search Engine Results: An example of NLP in action is search engine functionality. 

Search engines leverage NLP to suggest relevant results based on previous search history 

behavior and user intent. When using Google, for example, the search engine predicts 

what we will continue typing based on popular searches, while also looking at the context 

and recognizing the meaning behind what we want to say (as opposed to the literal words 

being typed). It might feel like our thought is being finished before we get the chance to 

finish typing. This could look like putting in a math equation and having a calculator 

come up, or even typing a flight number and receiving the flight status breakdown. 
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Figure 1.3: Search Engine Results 

 

2.Language Translation: One of the most common NLP examples is translation. In 

the 1950s, Georgetown and IBM presented the first NLP-based translation machine, 

which had the ability to translate 60 Russian sentences to English automatically. 

Translation applications available today use NLP and machine learning to accurately 
translate both text and voice formats for most global languages. 

3.Survey Analytics: Data analysis has come a long way in interpreting survey results, 

although the final challenge is making sense of open-ended responses and unstructured 

text. NLP, with the support of other AI disciplines, is working towards making these 

advanced analyses possible. Thanks to NLP, we can analyse our survey 

responses accurately and effectively without needing to invest human resources in this 

process. SpaCy and Gensim are examples of code-based libraries that are simplifying the 

process of drawing insights from raw text. 

 

4.Sentiment Analysis: Oftentimes, when businesses need help understanding their 

customer needs, they turn to sentiment analysis. Sentiment analysis (also known as 

opinion mining) is an NLP strategy that can determine whether the meaning behind data 

is positive, negative, or neutral. For instance, if an unhappy client sends an email which 

mentions the terms “error” and “not worth the price”, then their opinion would be 

automatically tagged as one with negative sentiment. 

 

https://research.aimultiple.com/ibm/
https://levity.ai/blog/analyze-survey-responses-ai
https://levity.ai/blog/analyze-survey-responses-ai
https://spacy.io/
https://radimrehurek.com/gensim/
https://levity.ai/use-cases/sentiment-analysis
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Figure 1.4: Sentiment Analysis workflow in Levity 

 

5. Email filters: Email filters are common NLP examples you can find online across 

most servers. Spam filters are where it all started – they uncovered patterns of words or 

phrases that were linked to spam messages. Since then, filters have been continuously 

upgraded to cover more use cases. 

 

Figure 1.5: Email Classification 
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An NLP case study we can look at is Gmail's new classification system. This upgraded 

system categorizes emails into one of three groups (primary, social, or promotions) based 

on the email content. This is a convenient application of NLP that keeps Gmail users' 

inboxes under control while highlighting relevant and high-priority emails. Levity offers 

its own version of email classification through using NLP. This way, we can set up 

custom tags for our inbox and every incoming email that meets the set requirements will 

be sent through the correct route depending on its content [3]. 

 

1.5 How does Natural Language Processing Works? 
 

NLP entails applying algorithms to identify and extract the natural language rules such 

that the unstructured language data is converted into a form that computers can 

understand. 

When the text has been provided, the computer will utilize algorithms to extract meaning 

associated with every sentence and collect the essential data from them. 

Sometimes, the computer may fail to understand the meaning of a sentence well, leading 

to obscure results. 

 

Figure 1.6: Natural Language Processing Works 

 

 

 

1.6 Automatic Text Classification 
 

Digitization has changed the way we process and analyze information. There is an 

exponential increase in online availability of information. From web pages to emails, 

science journals, e-books, learning content, news and social media are all full of textual 

data. The idea is to create, analyze and report information fast. This is when automated 

text classification steps up. 

https://developers.google.com/machine-learning/guides/text-classification
https://levity.ai/use-cases/categorize-email-by-content
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Text classification is a smart classification of text into categories. And using machine 

learning to automate these tasks just makes the whole process super-fast and efficient. 

Artificial Intelligence and Machine learning are arguably the most beneficial technologies 

to have gained momentum in recent times. They are finding applications everywhere. 

Automatic text categorization is the activity of labeling text with categories from a 

predefined set according to their content. 

 

Figure 1.7: Automatic Text Classification from Raw Data 

 

It can be applied in many contexts, from document indexing to document filtering, 

automated metadata generation, and any application that requires document organization 

or searching. Automatic text categorization helps facilitate searching documents, reports, 

emails, etc., that organizations manage every day, and classifying them according to their 

content and categories. The ability to automatically classify an article or an email into its 

proper category (IT, Economics, Politics, etc.) is appreciated by individual users as well 

as companies. 

An Automatic Text Classification task can be implemented through a “rules system”, 

explicitly defined by a “domain expert”, or by Machine Learning systems. 

Machine Learning (ML) is the ideal solution in the case where a sufficiently large set of 

previously classified texts is already available — a so-called “training corpus”: the corpus 

is supplied to the ML system, which “learns” autonomously what is the best strategy for 

classifying documents. 

Intent, emotion and sentimental analysis of textual data are some of the most important 

parts of text classification. These use cases have made significant buzz among the 

machine intelligence enthusiasts. We have developed separate classifiers for each such 

category as their study is a huge topic in itself. Text classifier can operate on a variety of 
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textual datasets. You can train the classifier with tagged data or operate on the raw 

unstructured text as well. Both of these categories have numerous applications of 

themselves. 

 

 

1.6.1 Application of Text Categorization  

 
Text Indexing 

Indexing of Texts Using Controlled Vocabulary 

 The documents according to the user queries, which are based on the key terms. 

The key terms all belong to a finite set called controlled vocabulary. 

 The task of assigning keywords from a controlled vocabulary to text documents is 

called text indexing. 

Document Sorting and Text Filtering 

Document Sorting 

 Sorting the given collection of documents into several “bins.” 

 Examples: 

 In a newspaper, the classified ads may need to be categorized into “Personal,” 

“Car Sale,” “Real Estate,” and so on. 

 E-mail coming into an organization, which may need to be sorted into categories 

such as “Complaints,” “Deals,” “Job applications” and others. 

Text Filtering 

 Text filtering activity can be seen as document sorting with only two bins – the 

“relevant” and “irrelevant” documents. 

 Examples: 

 A sports related online magazine should filter out all non-sport stories it receives 

from the news feed. 

 An e-mail client should filter away spam. 

Web page categorization 

Hierarchical Web Page Categorization 

 A common use of TC is the automatic classification of Web pages under the 

hierarchical catalogues posted by popular Internet portals such as Yahoo. 
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 Constrains the number of documents belonging to a particular category to prevent 

the categories from becoming excessively large. 

 Hyper textual nature of the documents is also another feature of the problem. 

 

 

1.6.2 Enterprise Applications of Automatic Text  

 
Document Organization: An automatic system that chooses the most suitable category for 

each document to classify and extract what is important from data, categorizing and making 

it available for more effective search and analysis. 

 

Knowledge discovery: Traditional search and information analysis systems that apply a 

keyword approach will only be effective some of the time. To improve accuracy in retrieve 

the information we are searching for requires a technology that can understand text like we 

do cognitive computing applied to automatic text categorization enhances the finding ability 

of the data and increases the efficiency of document retrieval and accessibility. 

 

 

1.6.3 The Benefits of Automatic Text Categorization 

 
Automatic text categorization powered by cognitive technology offers companies effective 

information management that is independent from subjective criteria of categorization. 

Automatic text categorization software can identify useful information by extracting and 

relating relevant data present in documents. It also identifies, categorizes and makes 

available all sources of knowledge and reduces of search time by simplifying access to 

content. 

 
 

1.6.4 Supervised Text Classification 

 
Text classification models are used to categorize text into organized groups. Text is 

analyzed by a model and then the appropriate tags are applied based on the content. 

Machine learning models that can automatically apply tags for classification are known as 

classifiers. Classifiers can't just work automatically, they need to be trained to be able to 

make specific predictions for texts. Training a classifier is done by: 

 

Training: During training, a feature extractor is used to transform each input value to a 

feature set. These feature sets, which capture the basic information about each input that 

should be used to categorize it. Pairs of feature sets and labels are fed into the machine 

learning algorithm to produce a model. 
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Prediction: During prediction, the same feature extractor is used to transform unobserved 

inputs to feature sets. These feature sets are then fed into the model, which produces 

predicted labels [4]. 

 

 
 

Figure 1.8: Supervised Text Classification Process 
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CHAPTER 2 

DATA MINING 

2.1 Introduction 

The data mining tutorial provides basic and advanced concepts of data mining. Our data 

mining tutorial is designed for learners and experts. Data mining is one of the most useful 

techniques that help entrepreneurs, researchers, and individuals to extract valuable 

information from huge sets of data. Data mining is also called Knowledge Discovery in 

Database (KDD). The knowledge discovery process includes Data cleaning, Data 

integration, Data selection, Data transformation, Data mining, Pattern evaluation, and 

Knowledge presentation. Our Data mining tutorial includes all topics of Data mining such 

as applications, Data mining vs Machine learning, Data mining tools, Social Media Data 

mining, Data mining techniques, Clustering in data mining, Challenges in Data mining, 

etc. 

2.2  What is Data Mining? 

In simple words, data mining is defined as a process used to extract usable data from a 

larger set of any raw data. It implies analysis data patterns in large batches of data using 

one or more software. Data mining has applications in multiple fields, like science and 

research. As an application of data mining, businesses can learn more about their 

customers and develop more effective strategies related to various business functions and 

in turn leverage resources in a more optimal and insightful manner. This helps businesses 

be closer to their objective and make better decisions. Data mining involves effective data 

collection and warehousing as well as computer processing. For segmenting the data and 

evaluating the probability of future events, data mining uses sophisticated mathematical 

algorithms. Data mining is also known as Knowledge Discovery in Data (KDD) [5]. 

 

 

 

Figure 2.1: Data Mining 
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2.3 Types of Data Mining 

Each of the following data mining techniques serves several different business problems 

and provides a different insight into each of them. However, understanding the type of 

business problem you need to solve will also help in knowing which technique will be 

best to use, which will yield the best results. The Data Mining types can be divided into 

two basic parts that are as follows: 

1. Predictive Data Mining Analysis 

2. Descriptive Data Mining Analysis 

Predictive Data Mining: As the name signifies, Predictive Data-Mining analysis works 

on the data that may help to know what may happen later (or in the future) in business. 

Predictive Data-Mining can also be further divided into four types that are listed below: 

o Classification Analysis 

o Regression Analysis 

o Time Serious Analysis 

o Prediction Analysis 

Descriptive Data Mining: The main goal of the Descriptive Data Mining tasks is to 

summarize or turn given data into relevant information. The Descriptive Data-Mining 

Tasks can also be further divided into four types that are as follows: 

o Clustering Analysis 

o Summarization Analysis 

o Association Rules Analysis 

o Sequence Discovery Analysis 

 

2.4  Applications of Data Mining 

 
Data is a set of discrete objective facts about an event or a process that have little use by 

themselves unless converted into information. We have been collecting numerous data, 

from simple numerical measurements and text documents to more complex information 

such as spatial data, multimedia channels, and hypertext documents.  

Nowadays, large quantities of data are being accumulated. The amount of data collected 

is said to be almost doubled every year. An extracting data or seeking knowledge from 

this massive data, data mining techniques are used. Data mining is used in almost all 

places where a large amount of data is stored and processed. For example, banks 

typically use ‘data mining’ to find out their prospective customers who could be 

interested in credit cards, personal loans, or insurance as well. Since banks have the 

transaction details and detailed profiles of their customers, they analyze all this data and 
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try to find out patterns that help them predict that certain customers could be interested 

in personal loans, etc. 

 
 

Figure 2.2: Applications of Data Mining 

 

Technically, data mining is the computational process of analyzing data from different 

perspectives, dimensions, angles and categorizing/summarizing it into meaningful 

information. Data Mining can be applied to any type of data e.g. Data Warehouses, 

Transactional Databases, Relational Databases, Multimedia Databases, Spatial 

Databases, Time-series Databases, World Wide Web. Data mining provides competitive 

advantages in the knowledge economy. It does this by providing the maximum 

knowledge needed to rapidly make valuable business decisions despite the enormous 

amounts of available data [6].  

 

2.5  Why is Data Mining Important? 

 
Data mining helps spark ideas, thoughts, and opinions you haven’t thought of before, 

especially because a lot of teams are still not inclusive or diverse. Data mining gives us an 

outside perspective on the world and helps we make informed decisions for our 

business. What a graph, a marketing analytics and social media reporting company says, 

“Due to the massive amounts of user-generated data that is being collected and analyzed 

through this process, social media data mining has found wide usage and is increasingly 

being recognized as an invaluable asset in many fields. Although it has primarily been 
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used for business purposes, this process is nowadays often employed by researchers and 

by government agencies as well.” Social media marketers find data invaluable as they use 

it to improve the customer experience from the start of their customer journey. We can 

use existing data from social media to create content and help ease the issues users face 

daily.  It’s always important to do proper in-depth research before creating or refining our 

social media strategy.  Data mining can assist with creating targeted content, products, 

and advertising to communicate to your social media audience. Data-driven content helps 

marketers to target current customers and potential prospects to improve our company’s 

overall ROI [7]. 

 

 

2.6  How Does Data Mining Work? 

Data mining is the process of understanding data through cleaning raw data, finding 

patterns, creating models, and testing those models. It includes statistics, machine 

learning, and database systems. Data mining often includes multiple data projects, so it’s 

easy to confuse it with analytics, data governance, and other data processes. This guide 

will define data mining, share its benefits and challenges, and review how data mining 

works. Data mining has a long history. It emerged with computing in the 1960s through 

the 1980s. Historically, data mining was an intensive manual coding process — and it still 

involves coding ability and knowledgeable specialists to clean, process, and interpret data 

mining results today. Data specialists need statistical knowledge and some programming 

language knowledge to complete data mining techniques accurately. For instance, here 

are some examples of how companies have used R to answer their data 

questions. However, some of the manual processes are now able to be automated with 

repeatable flows, machine learning (ML), and artificial intelligence (AI) systems. 

 
Figure 2.3: Data Mining working process 

https://www.tableau.com/solutions/r
https://www.tableau.com/solutions/r
https://www.tableau.com/solutions/r


15 

 

 

 

For a successful data mining process that delivers timely, reliable results, you should 

follow a structured, repeatable approach. Ideally, that process will include the following 

six steps: 

Business understanding: Develop a thorough understanding of the project parameters, 

including the current business situation, the primary business objective of the project, and 

the criteria for success. 

Data understanding: Determine the data that will be needed to solve the problem and 

gather it from all available sources. 

Data preparation: Get the data ready for analysis. This includes ensuring that the data is 

in the appropriate format to answer the business question, and fixing any data quality 

problems such as missing or duplicate data. 

Modeling: Use algorithms to identify patterns within the data and apply those patterns to 

a predictive model. 

Evaluation: Determine whether and how well the results delivered by a given model will 

help achieve the business goal. There is often an iterative phase in which the algorithm is 

fine-tuned in order to achieve the best result. 

Deployment: Run the analysis and make the results of the project available to decision 

makers. 
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CHAPTER 3 

MACHINE LEARNING 

3.1 What is Machine Learning? 

 
Machine learning (ML) is the scientific study of algorithms and statistical models that 

computer systems use to perform a specific task without using explicit instructions, 

relying on patterns and inference instead. It is seen as a subset of artificial intelligence. 

Machine learning algorithms build a mathematical model based on sample data, known as 

"training data", in order to make predictions or decisions without being explicitly 

programmed to perform the task. Machine learning algorithms are used in a wide variety 

of applications, such as email filtering and computer vision, where it is difficult or 

infeasible to develop a conventional algorithm for effectively performing the task. 

Machine learning is closely related to computational statistics, which focuses on making 

predictions using computers. 

 

 

 

Figure 3.1: Machine Learning 
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3.2 Types of Machine Learning Algorithms 

 
Based on the style and method involved, Machine Learning Algorithms are divided into 

four major types: Supervised Learning, Unsupervised Learning, Semi-Supervised 

Learning, and Reinforcement Learning.  

 

 
 

Figure 3.2: Types of Machine Learning 

 

1.Supervised Learning: Supervised Learning is a method that involves learning using 

labeled past data and the algorithm shall predict the label for unseen or future data. A 

supervised machine learning algorithm is actually told what to look for, and so it does 

until it finds the underlying patterns that yield the expected output to a satisfactory degree 

of accuracy. In other words, using these prior known outputs, the machine learning 

algorithm learns from the past data and then generates an equation for the label or the 

value. This stage is called the training stage. 

 

 

Figure 3.3: Supervised Machine Learning 
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The learning algorithm tries to modify and improve the above function by comparing its 

output with the intended, correct outputs and calculate discrepancies and errors, a task 

which is known as testing. During the next phase which is the implementation phase, it 

will take in new inputs and will generate the values or determine the label based on the 

generated equation. 

We have seen how supervised learning algorithms can help us predict a value and an 

event, various forms of supervised learning algorithms are designed to solve those 

business problems. 

i.Linear Regression: Linear Regression is a Machine Learning algorithm that maps 

numeric inputs to numeric outputs, by fitting a line into the data points. Simply put, 

Linear Regression is a way of modeling the relationship between one or more 

independent variables in a way that they come together to form a driving force for the 

dependent numerical variable. It is typically identified by the linear equation: Y=mx+C 

 

 

Figure 3.4: Linear Regression 

 

https://www.analytixlabs.co.in/blog/linear-regression-machine-learning/
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ii.Logistic Regression: While Linear Regression typically works for a numerical 

variable, the Logistic Regression algorithm builds a relationship between variables and a 

class. It is typically used to predict an event class, where we have a predefined and known 

category of events. The dependent variable is indeed a categorical variable but the inner 

working of the Logistic regression algorithm actually transforms the variable by making 

use of a logic function, which calculates the log odds ratio for the events and hence 

building a linear equation for the same. 

 

 

Figure 3.5: Logistic Regression 

 

iii.Decision Trees: It is a non-parametric supervised learning technique that can be used 

for both Classification and Regression problems, by identifying suitable methods to split 

data based on various conditions into a tree-like structure. The end goal is to predict an 

event or a value by leveraging the obtained conditions. The tree-like structure is actually a 

graph where the nodes represent an underlying question about an attribute, the edges 

which typically contain the answers and the leaves represent the output which as we said 

earlier, can be a value or a class. Thus, enabling us to predict values and events. The 

algorithm usually follows a top-down approach, by choosing a variable at each step which 

can split the next set of data items and usually represented by a metric such as GINI 

impurity, Information Gain, Variance Reduction, etc. to measure the best approach for 

splitting. 

 

https://www.analytixlabs.co.in/blog/logistic-regression-in-r-explained-with-simple-examples/
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Figure 3.6: Decision Tree 

 

iv.Support Vector Machines: This supervised machine learning algorithm is also 

designed for both classification and regression problems but predominantly used for 

Classification. It uses a technique which is known as Kernel Trick to transform the data 

and based on the transformation, it then finds an optimal splitting boundary between the 

possible outputs. The boundary can be as simple as a linear margin (Linear SVM) for 

binary classes, to a more complicated splitting which involves multiple classes. The 

algorithm represents the classes in a hyperplane in multi-dimensional space and finds the 

perfect divider for the classes known as a maximum marginal hyperplane. 

 

 
 

 

Figure 3.7: Support Vector Machine 
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2.Unsupervised Learning: Unsupervised learning is a type of Machine Learning 

algorithm that involves training a machine typically using unlabeled data, and that forms 

the major point of difference with supervised machine learning algorithms which 

typically use labeled data. In this form of machine learning, we allow the algorithm to 

self-discover the underlying patterns, similarities, equations, and associations in the data 

without adding any bias from the users’ end. Although the end result of these is totally 

unpredictable and cannot be controlled, Unsupervised Learning finds its place is 

advanced exploratory data analysis and especially, Cluster Analysis. Unsupervised 

learning can find the hidden and unknown patterns in the data, and thus helps to find the 

features that are highly beneficial for auto-categorization of the data. Added to that, it is 

absolutely easy to get unlabelled data through various sources. For example, in a corpus 

of text, an unsupervised learning algorithm can get similar patterns and will be able to 

categorize the texts into various unknown groups – hence helping the user with 

discovering Topics involved in a text – like, what does a certain review about a product is 

talking about etc. 

 
 

Figure 3.8: Unsupervised Machine Learning 

 

Unsupervised learning typically involves similarity and association detections. One 

distinct observation about this approach is its black-box nature of the operation – where 

most of the input and output steps cannot be controlled by the user. In this section, let us 

see the most commonly used algorithms that can solve a plethora of business problems. 
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i.The k-means Clustering: The k-means clustering is a process that helps to partition the 

data points or observations into k unknown clusters in such a manner that each 

observation distinctly belongs to a cluster. This cluster associativity is determined by the 

proximity of that data point with the nearest mean, otherwise known as cluster centroid. 

Due to the involvement of proximity measure in the data, various distance algorithms are 

used in the process to measure the closeness of data to the cluster center. 

 

 

 

Figure 3.9: K-Means Clustering 

 

 

The only and major drawback of k-means is the fact that the algorithm cannot start 

without the user specifying the required number of clusters apriori. Added to that, there is 

no mathematical or scientific method to determine the optimal number of clusters. The 

implementation typically occurs based on the trial and error method, where a set of “K” 

values are considered initially and the best one is chosen according to the heuristic 

knowledge. 

 

3.Semi-Supervised Learning: Semi-Supervised learning is a type of Machine Learning 

algorithm that lies between Supervised and Unsupervised machine learning. It represents 

the intermediate ground between Supervised (With Labelled training data) and 

Unsupervised learning (with no labelled training data) algorithms and uses the 

combination of labelled and unlabeled datasets during the training period. Although 

Semi-supervised learning is the middle ground between supervised and unsupervised 

learning and operates on the data that consists of a few labels, it mostly consists of 

unlabeled data. As labels are costly, but for corporate purposes, they may have few labels. 

It is completely different from supervised and unsupervised learning as they are based on 

the presence & absence of labels. 
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Figure 3.10: Semi-Supervised learning 

 

To overcome the drawbacks of supervised learning and unsupervised learning algorithms, 

the concept of Semi-supervised learning is introduced. The main aim of semi-supervised 

learning is to effectively use all the available data, rather than only labelled data like in 

supervised learning. Initially, similar data is clustered along with an unsupervised 

learning algorithm, and further, it helps to label the unlabeled data into labelled data. It is 

because labelled data is a comparatively more expensive acquisition than unlabeled data. 

We can imagine these algorithms with an example. Supervised learning is where a student 

is under the supervision of an instructor at home and college. Further, if that student is 

self-analysing the same concept without any help from the instructor, it comes under 

unsupervised learning. Under semi-supervised learning, the student has to revise himself 

after analyzing the same concept under the guidance of an instructor at college. 

 

4.Reinforcement Learning: Reinforcement Learning is a subset of machine learning that 

enables a component of the system, called agent, to learn in a simulated, interactive 

virtual environment by trial and error, reinforcing the results using a reward-punishment 

system that is generated using feedback from its own actions and experiences. 

 

This method sounds really close and similar to Supervised Learning but there is one 

major difference between them that sets them apart. We have seen how in a supervised 

machine learning algorithm, the program knows the answers and accordingly it designs 

patterns and creates a model. In Reinforcement Learning, however, there are no 

predefined labels. It operates inside of a virtual environment, which is supplemented by a 

set of rewards for correct answers and a set of punishments for incorrect answers. The 

goal of the algorithm is ultimately to maximize the rewards for the software generated 

agent. 

 

In this technique, the model keeps on increasing its performance using Reward 

Feedback to learn the behavior or pattern. These algorithms are specific to a particular 

https://www.javatpoint.com/semi-supervised-learning
https://www.javatpoint.com/semi-supervised-learning
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problem e.g. Google Self Driving car, AlphaGo where a bot competes with humans and 

even itself to get better and better performers in Go Game.  

 

 
 

Figure 3.11: Reinforcement Learning 

 

Each time we feed in data, they learn and add the data to their knowledge which is 

training data. So, the more it learns the better it gets trained and hence experienced.  

     i. Agents observe input. 

ii. An agent performs an action by making some decisions. 

iii. After its performance, an agent receives a reward and accordingly reinforces and 

iv. the model stores in state-action pair of information. 

v. Temporal Difference (TD) 

vi. Q-Learning 

vi. Deep Adversarial Networks [8] 

 

 

 

3.3How Does Data Machine Learning works 

 
Machine Learning is, undoubtedly, one of the most exciting subsets of Artificial 

Intelligence. It completes the task of learning from data with specific inputs to the 

machine. It’s important to understand what makes Machine Learning work and, thus, how 

it can be used in the future. The Machine Learning process starts with inputting training 

data into the selected algorithm. Training data being known or unknown data to develop 

the final Machine Learning algorithm. The type of training data input does impact the 

algorithm, and that concept will be covered further momentarily. New input data is fed 

into the machine learning algorithm to test whether the algorithm works correctly. The 
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prediction and results are then checked against each other. If the prediction and results 

don’t match, the algorithm is re-trained multiple times until the data scientist gets the 

desired outcome. This enables the machine learning algorithm to continually learn on its 

own and produce the optimal answer, gradually increasing in accuracy over time. 

 

Figure 3.12: Machine Learning Work 

 

3.4Applications of Machine Learning 
 

Machine learning is an application of artificial intelligence (AI) that provides systems the 

ability to automatically learn and improve from experience without being explicitly 

programmed. Machine learning focuses on the development of computer programs that 

can access data and use it learn for themselves. 

Few applications are described below. 
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Image Recognition: Image recognition is one of the most common applications of 

machine learning. It is used to identify objects, persons, places, digital images, etc. The 

popular use case of image recognition and face detection is, Facebook provides us a 

feature of auto friend tagging suggestion. Whenever we upload a photo with our 

Facebook friends, then we automatically get a tagging suggestion with name, and the 

technology behind this is machine learning's face detection and recognition algorithm. 

 
 

 

Figure 3.13: Applications of Machine Learning 

 

 

Speech Recognition: While using Google, we get an option of "Search by voice," it 

comes under speech recognition, and it's a popular application of machine learning. 

Speech recognition is a process of converting voice instructions into text, and it is also 

known as "Speech to text", or "Computer speech recognition. 

 

Traffic Prediction: If we want to visit a new place, we take help of Google Maps, which 

shows us the correct path with the shortest route and predicts the traffic conditions. It 

predicts the traffic conditions such as whether traffic is cleared, slow-moving, or heavily 

congested with the help of two ways: (1) Real Time location of the vehicle form Google 

Map app and sensors. (2) Average time has taken on past days at the same time. 

Everyone who is using Google Map is helping this app to make it better. It takes 

information from the user and sends back to its database to improve the performance. 

Product Recommendations: Machine learning is widely used by various e-commerce 

and entertainment companies such as Amazon, Netflix, etc., for product recommendation 

to the user. Whenever we search for some product on Amazon, then we started getting an 

advertisement for the same product while internet surfing on the same browser and this is 

because of machine learning. 
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Self-Driving Cars: Machine learning plays a significant role in self-driving cars. Tesla, 

the most popular car manufacturing company is working on self-driving car. It is using 

unsupervised learning method to train the car models to detect people and objects while 

driving. 

 

Email Spam and Malware Filtering: Whenever we receive a new email, it is filtered 

automatically as important, normal, and spam. Below are some spam filters used by 

Gmail: Content Filter C, Header Filter, General Blacklist Filter, Rule Based Filter, 

Permission Filter, etc. 

 

Virtual Personal Assistant: We have various virtual personal assistants such as Google 

assistant, Alexa, Cortana, Siri. As the name suggests, they help us in finding the 

information using our voice instruction. These assistants can help us in various ways just 

by our voice instructions such as Play music, call someone, Open an email, Scheduling an 

appointment, etc. These virtual assistants use machine learning algorithms as an 

important part. 

 

Online Fraud Detection: Machine learning is making our online transaction safe and 

secure by detecting fraud transaction. Whenever we perform some online transaction, 

there may be various ways that a fraudulent transaction can take place such as fake 

accounts, fake ids, and steal money in the middle of a transaction. So to detect this, Feed 

Forward Neural network helps us by checking whether it is a genuine transaction or a 

fraud transaction. 

 

Stock Market Trading: Machine learning is widely used in stock market trading. In the 

stock market, there is always a risk of up and downs in shares, so for this machine 

learning's long short term memory neural network is used for the prediction of stock 

market trends. 

 

Medical Diagnosis: In medical science, machine learning is used for diseases diagnoses. 

With this, medical technology is growing very fast and able to build 3D models that can 

predict the exact position of lesions in the brain. It helps in finding brain tumors and other 

brain-related diseases easily. 

 

Automatic Language Translation: Nowadays, if we visit a new place and we are not 

aware of the language then it is not a problem at all, as for this also machine learning 

helps us by converting the text into our known languages. Google's GNMT (Google 

Neural Machine Translation) provide this feature, which is a Neural Machine Learning 

that translates the text into our familiar language, and it called as automatic translation 

[9]. 

 

 

 

 



28 

 

 

 

3.5 Why is Machine Learning Important? 

Machine learning is a form of artificial intelligence (AI) that teaches computers to think 

in a similar way to humans: learning and improving upon past experiences. Almost any 

task that can be completed with a data-defined pattern or set of rules can be automated 

with machine learning. 

So, why is machine learning important? It allows companies to transform processes that 

were previously only possible for humans to perform think responding to customer 

service calls, bookkeeping, and reviewing resumes for everyday businesses. Machine 

learning can also scale to handle larger problems and technical questions think image 

detection for self-driving cars, predicting natural disaster locations and timelines, and 

understanding the potential interaction of drugs with medical conditions before clinical 

trials. That’s why machine learning is important. 

 

3.6 Example of Some Classical Machine Learning Algorithm 
 

Linear Regression: If you want to start machine learning, Linear regression is the best 

place to start. Linear Regression is a regression model, meaning, it’ll take features and 

predict a continuous output, stock price, salary etc. LR allocates weight parameter, theta 

for each of the training features. The predicted output (h(θ)) will be a linear function of 

features and θ coefficients. 

 

During the start of training, each theta is randomly initialized. But during the training, we 

correct the theta corresponding to each feature such that, the loss (metric of the deviation 

between expected and predicted output) is minimized. Gradient descend algorithm will be 

used to align the θ values in the right direction. In the below diagram, each red dots 

represent the training data and the blue line shows the derived solution. 

 
Figure 3.14: Linear Regression 

https://www.datarobot.com/wiki/artificial-intelligence/
https://www.datarobot.com/wiki/machine-learning/
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Loss Function: In LR, we use mean squared error as the metric of loss. The deviation of 

expected and actual outputs will be squared and sum up. Derivative of this loss will be 

used by gradient descend algorithm. 

Logistic Regression: Logistic regression is the right algorithm to start with classification 

algorithms. Even though, the name ‘Regression’ comes up, it is not a regression model, 

but a classification model. It uses a logistic function to frame binary output model. The 

output of the logistic regression will be a probability (0≤x≤1), and can be used to predict 

the binary 0 or 1 as the output (if x<0.5, output= 0, else output=1). Logistic Regression 

acts somewhat very similar to linear regression. It also calculates the linear output, 

followed by a stashing function over the regression output. Sigmoid function is the 

frequently used logistic function. You can see below clearly, that the z value is same as 

that of the linear regression output in equation (1). 

 
 

The h(θ) value here corresponds to P(y=1|x), i.e, probability of output to be binary 1, 

given input x. P(y=0|x) will be equal to 1-h(θ).when value of z is 0, g(z) will be 0.5. 

Whenever z is positive, h (θ) will be greater than 0.5 and output will be binary 1. 

Likewise, whenever z is negative, value of y will be 0. As we use a linear equation to find 

the classifier, the output model also will be a linear one that means it splits the input 

dimension into two spaces with all points in one space corresponds to same label. 

The figure below shows the distribution of a sigmoid function: 

 

Figure 3.15:  Logistic Regression 
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Loss function: We can’t use mean squared error as loss function(like linear regression), 

because we use a non-linear sigmoid function at the end. MSE function may introduce 

local minimums and will affect the gradient descend algorithm. 

So we use cross entropy as our loss function here. Two equations will be used, 

corresponding to y=1 and y=0. The basic logic here is that, whenever my prediction is 

badly wrong, (eg : y’ =1 & y = 0), cost will be -log(0) which is infinity. 

 
In the equation given, m stands for training data size, y’ stands for predicted output and y 

stands for actual output [10]. 
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CHAPTER 4 

FEATURE EXTRACTION 

4.1 What is Feature Extraction? 

 
Feature extraction is a process of dimensionality reduction by which an initial set of raw 

data is reduced to more manageable groups for processing. A characteristic of these large 

data sets is a large number of variables that require a lot of computing resources to 

process. Feature extraction is the name for methods that select and /or combine variables 

into features, effectively reducing the amount of data that must be processed, while still 

accurately and completely describing the original data set. If the number of features 

becomes similar (or even bigger!) than the number of observations stored in a dataset then 

this can most likely lead to a Machine Learning model suffering from overfitting. In order 

to avoid this type of problem, it is necessary to apply either regularization or 

dimensionality reduction techniques (Feature Extraction). In Machine Learning, the 

dimensionality of a dataset is equal to the number of variables used to represent it[11]. 

 

 

Figure 4.1: Feature Extraction 

 

4.2 Why is this Useful? 
 

The process of feature extraction is useful when you need to reduce the number of 

resources needed for processing without losing important or relevant information. Feature 

extraction can also reduce the amount of redundant data for a given analysis. Also, the 

reduction of the data and the machine’s efforts in building variable combinations 

(features) facilitate the speed of learning and generalization steps in the machine 

learning process. 

https://deepai.org/machine-learning-glossary-and-terms/machine-learning
https://deepai.org/machine-learning-glossary-and-terms/machine-learning
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4.3 Bag of Words (BOW) 

 
A bag-of-words model, or BOW for short, is a way of extracting features from text for 

use in modeling, such as with machine learning algorithms. The approach is very simple 

and flexible, and can be used in a myriad of ways for extracting features from documents. 

A bag-of-words is a representation of text that describes the occurrence of words within a 

document. It involves two things: 

i )A vocabulary of known words. 

ii )A measure of the presence of known words. 

 

It is called a “bag” of words, because any information about the order or structure of 

words in the document is discarded. The model is only concerned with whether known 

words occur in the document, not where in the document. A very common feature 

extraction procedures for sentences and documents is the bag-of-words approach (BOW). 

In this approach, we look at the histogram of the words within the text, i.e. considering 

each word count as a feature. The intuition is that documents are similar if they have 

similar content. Further, that from the content alone we can learn something about the 

meaning of the document. The bag-of-words can be as simple or complex as you like. 

The complexity comes both in deciding how to design the vocabulary of known words (or 

tokens) and how to score the presence of known words [12]. 

 

 

4.3.1 Example of Bag of Words (BOW) 

 
Let’s make the bag-of-words model concrete with a worked example. 

 

Step 1 (Collect Data): Below is a snippet of the first few lines of text from the book “A 

Tale of Two Cities” by Charles Dickens, taken from Project Gutenberg. 

 

It is a flower, 

It is a Rose flower, 

It is a black Rose flower, 

It is a worst Rose flower, 

 

For this small example, let’s treat each line as a separate “document” and the 4 lines as 

our entire corpus of documents. 

 

Step 2 (Design the Vocabulary): Now we can make a list of all of the words in our 

model vocabulary. The unique words here (ignoring case and punctuation) are: 

 

 

https://www.gutenberg.org/ebooks/98
https://www.gutenberg.org/ebooks/98
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“It” 

“is” 

“a” 

“flower” 

“Rose” 

“black” 

“worst” 

 

That is a vocabulary of 7 words from a corpus containing 21 words. 

 

Step 3 (Create Document Vectors): The next step is to score the words in each 

document. The objective is to turn each document of free text into a vector that we can 

use as input or output for a machine learning model. Because we know the vocabulary has 

7 words, we can use a fixed-length document representation of 7, with one position in the 

vector to score each word. The simplest scoring method is to mark the presence of words 

as a boolean value, 0 for absent, 1 for present. Using the arbitrary ordering of words listed 

above in our vocabulary, we can step through the first document (“It is a flower”) and 

convert it into a binary vector. The scoring of the document would look as follows: 

 

“It”= 1 

“is” =1 

“a” =1 

“flower” =1 

“Rose” =0 

“black” =0 

“worst”= 0 

 

As a binary vector, this would look as follows:[1, 1, 1, 1, 0, 0, 0] 

The other three documents would look as follows: 

 

" It is a Rose flower" = [1, 1, 1, 0, 1, 0, 0] 

" It is a black Rose flower" = [1, 1, 1, 0,0, 1, 0] 

" It is a worst Rose flower" = [1, 1, 1, 0, 0, 1, 0] 

All ordering of the words is nominally discarded and we have a consistent way of 

extracting features from any document in our corpus, ready for use in modeling. New 

documents that overlap with the vocabulary of known words, but may contain words 

outside of the vocabulary, can still be encoded, where only the occurrence of known 

words are scored and unknown words are ignored [13]. 
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4.3.2 Limitations of Bag of Words 

 
The bag-of-words model is very simple to understand and implement and offers a lot of 

flexibility for customization on your specific text data. It has been used with great success 

on prediction problems like language modeling and documentation classification. 

Nevertheless, it suffers from some shortcomings, such as: 

 

Vocabulary: The vocabulary requires careful design, most specifically in order to 

manage the size, which impacts the sparsity of the document representations. 

 

Sparsity: Sparse representations are harder to model both for computational reasons 

(space and time complexity) and also for information reasons, where the challenge is for 

the models to harness so little information in such a large representational space. 

 

Meaning: Discarding word order ignores the context, and in turn meaning of words in the 

document (semantics). Context and meaning can offer a lot to the model, that if modeled 

could tell the difference between the same words differently arranged (“this is interesting” 

vs “is this interesting”), synonyms (“old bike” vs “used bike”), and much more [14]. 
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CHAPTER 5 

DIFFERENT TYPES OF CLASSIFIERS 

5.1 What is Classifier? 

A classifier in machine learning is an algorithm that automatically orders or categorizes 

data into one or more of a set of “classes.” One of the most common examples is an email 

classifier that scans emails to filter them by class label: Spam or Not Spam. Machine 

learning algorithms are helpful to automate tasks that previously had to be done manually. 

They can save huge amounts of time and money and make businesses more efficient. 

 
Figure 5.1: Classifier 

 

For example, spam detection in email service providers can be identified as a 

classification problem. This is s binary classification since there are only 2 classes as 

spam and not spam. A classifier utilizes some training data to understand how given input 

variables relate to the class. In this case, known spam and non-spam emails have to be 

used as the training data. When the classifier is trained accurately, it can be used to detect 

an unknown email. 

In machine learning and statistics, classification is a supervised learning approach in 

which the computer program learns from the data input given to it and then uses this 

learning to classify new observation. This data set may simply be bi-class (like 

identifying whether the person is male or female or that the mail is spam or non-spam) or 

it may be multi-class too. Some examples of classification problems are: speech 

recognition, handwriting recognition, bio metric identification, document classification 

etc. 

 

https://monkeylearn.com/blog/machine-learning-algorithms/
https://monkeylearn.com/blog/machine-learning-algorithms/
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5.2 Classic Machine Learning 

 
Machine Learning (ML) is arguably the most important field of Artificial Intelligence 

today. It refers to the process of building algorithms that can learn from existing 

observations (or data sets), and leverage that learning to predict new observations, or 

determine the output of new input. The significance of Machine Learning lies in the fact 

that all other fields within AI (say, Computer Vision or Natural Language Processing) 

generally rely on Machine Learning to achieve their intended objectives. 

Course5’s global team of Data Scientists and Machine Learning engineers empower 

organizations to adopt and apply advanced Machine Learning algorithms and techniques 

in their digital transformation journeys, and always stay ahead of their competition. 

 

5.2.1 Logistic Regression 

Logistic regression is a process of modeling the probability of a discrete outcome given 

an input variable. The most common logistic regression models a binary outcome; 

something that can take two values such as true/false, yes/no, and so on. Multinomial 

logistic regression can model scenarios where there are more than two possible discrete 

outcomes. Logistic regression is a useful analysis method for classification problems, 

where you are trying to determine if a new sample fits best into a category. As aspects of 

cyber security are classification problems, such as attack detection, logistic regression is a 

useful analytic technique. 

 

5.2.1.1 What is Logistic Regression? 

Logistic regression is another powerful supervised ML algorithm used for 

binary classification problems (when target is categorical). The best way to think about 

logistic regression is that it is a linear regression but for classification problems. Logistic 

regression essentially uses a logistic function defined below to model a binary output 

variable (Tolles & Meurer, 2016). The primary difference between linear regression and 

logistic regression is that logistic regression's range is bounded between 0 and 1. In 

addition, as opposed to linear regression, logistic regression does not require a linear 

relationship between inputs and output variables. This is due to applying a nonlinear log 

transformation to the odds ratio (will be defined shortly). 

 

In the logistic function equation, x is the input variable. Let's feed in values −20 to 20 into 

the logistic function. As illustrated in Fig. 5.2, the inputs have been transferred to between 

0 and 1. 

https://www.sciencedirect.com/topics/computer-science/logistic-regression-model
https://www.sciencedirect.com/topics/computer-science/analytics-technique
https://www.sciencedirect.com/topics/computer-science/classification
https://www.sciencedirect.com/topics/computer-science/logistic-function
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Figure 5.2: Logistic Function 

 

5.2.1.2 What is Logistic Regression used for? 

Logistic regression is used to calculate the probability of a binary event occurring, and to 

deal with issues of classification. For example, predicting if an incoming email is spam or 

not spam, or predicting if a credit card transaction is fraudulent or not fraudulent. In a 

medical context, logistic regression may be used to predict whether a tumor is benign or 

malignant. In marketing, it may be used to predict if a given user (or group of users) will 

buy a certain product or not. An online education company might use logistic regression 

to predict whether a student will complete their course on time or not. 

As you can see, logistic regression is used to predict the likelihood of all kinds of “yes” or 

“no” outcomes. By predicting such outcomes, logistic regression helps data analysts (and 

the companies they work for) to make informed decisions. In the grand scheme of things, 

this helps to both minimize the risk of loss and to optimize spending in order to maximize 

profits. And that’s what every company wants, right? 

For example, it wouldn’t make good business sense for a credit card company to issue a 

credit card to every single person who applies for one. They need some kind of method or 

model to work out, or predict, whether or not a given customer will default on their 

payments. The two possible outcomes, “will default” or “will not default”, comprise 

binary data—making this an ideal use-case for logistic regression. Based on what 

category the customer falls into, the credit card company can quickly assess who might be 

a good candidate for a credit card and who might not be. Similarly, a cosmetics company 

might want to determine whether a certain customer is likely to respond positively to a 

promotional 2-for-1 offer on their skincare range. In which case, they may use logistic 

regression to devise a model which predicts whether the customer will be a “responder” 

or a “non-responder.” Based on these insights, they’ll then have a better idea of where to 

focus their marketing efforts. 

https://careerfoundry.com/en/blog/data-analytics/difference-between-data-scientist-and-data-analyst/
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5.2.1.3 What are the different types of Logistic Regression 

 
There are three main types of logistic regression: binary, multinomial and ordinal. They 

differ in execution and theory. Binary regression deals with two possible values, 

essentially: yes or no. Multinomial logistic regression deals with three or more values. 

And ordinal logistic regression deals with three or more classes in a predetermined order.  

 

1.Binary logistic regression: Binary logistic regression was mentioned earlier in the case 

of classifying an object as an animal or not an animal—it’s an either/or solution. There 

are just two possible outcome answers. This concept is typically represented as a 0 or a 1 

in coding. Examples include: 

 

i ) Whether or not to lend to a bank customer (outcomes are yes or no). 

ii) Assessing cancer risk (outcomes are high or low). 

iii) Will a team win tomorrow’s game (outcomes are yes or no). 

 

2.Multinomial logistic regression: Multinomial logistic regression is a model where 

there are multiple classes that an item can be classified as. There is a set of three or more 

predefined classes set up prior to running the model. Examples include: 

 

i) Classifying texts into what language they come from. 

ii) Predicting whether a student will go to college, trade school or into the workforce. 

iii) Does your cat prefer wet food, dry food or human food? 

 

 
 

Figure 5.3: Logistic Regression Types 
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3.Ordinal logistic regression: Ordinal logistic regression is also a model where there are 

multiple classes that an item can be classified as; however, in this case an ordering of 

classes is required. Classes do not need to be proportionate. The distance between each 

class can vary. Examples include: 

 

i) Ranking restaurants on a scale of 0 to 5 stars. 

ii) Predicting the podium results of an Olympic event. 

iii) Assessing a choice of candidates, specifically in places that institute ranked-choice 

voting. 

 

5.2.2 Support Vector Machine (SVM) 

 
Support Vector Machine (SVM) is primarily a classier method that performs 

classification tasks by constructing hyperplanes in a multidimensional space that 

separates cases of different class labels. The support-vector clustering algorithm, created 

by HavaSiegelmann and Vladimir Vapnik, applies the statistics of support vectors, 

developed in the support vector machines algorithm, to categorize unlabeled data, and is 

one of the most widely used clustering algorithms in industrial applications. 

 

 Figure 5.4(a): SVM Structure                              Figure 5.5(b): SVM Structure 

SVM supports both regression and classification tasks and can handle multiple 

continuous and categorical variables. An SVM model is a representation of the examples 

as points in space, mapped so that the examples of the separate categories are divided by 

a clear gap that is as wide as possible. New examples are then mapped into that same 

space and predicted to belong to a category based on the side of the gap on which they 

fall in addition to performing linear classification, SVMs can efficiently perform a non-

linear classification using what is called the kernel trick, implicitly mapping their inputs 

into high-dimensional feature spaces. When data are unlabelled, supervised learning is 

not possible, and an unsupervised learning approach is required, which attempts to find 

natural clustering of the data to groups, and then map new data to these formed groups. 

It is a discriminative classifier formally defined by a separating hyperplane. In other 

words, given labeled training data (supervised learning), the algorithm outputs an optimal 

hyper-plane which categorizes new examples. A hyperplane is a subspace whose 

dimension is one less than that of its ambient space. If a space is 3-dimensional then its 

hyperplanes are the 2-dimensional planes, while if the space is 2-dimensional, its 

https://en.wikipedia.org/wiki/Hava_Siegelmann
https://en.wikipedia.org/wiki/Vladimir_Vapnik
https://en.wikipedia.org/wiki/Linear_classifier
https://en.wikipedia.org/wiki/Kernel_method#Mathematics:_the_kernel_trick
https://en.wikipedia.org/wiki/Unsupervised_learning
https://en.wikipedia.org/wiki/Cluster_analysis
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hyperplanes are the 1-dimensional lines. ... By its nature, it separates the space into two 

half spaces. 

 

5.2.2.1 How Does SVM Work? 

 
The basics of Support Vector Machines and how it works are best understood with a 

simple example. Let’s imagine we have two tags: red and blue, and our data has two 

features: x and y. We want a classifier that, given a pair of (x,y) coordinates, outputs if 

it’s either red or blue. We plot our already labeled training data on a plane: 

 

Figure 5.5(a): Labeled Data 

A support vector machine takes these data points and outputs the hyperplane (which in 

two dimensions it’s simply a line) that best separates the tags. This line is the decision 

boundary: anything that falls to one side of it we will classify as blue, and anything that 

falls to the other as red. 

 

Figure 5.5(b): Divided data with Hyperplane 

https://monkeylearn.com/blog/practical-explanation-naive-bayes-classifier/#feature-engineering
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But, what exactly is the best hyperplane? For SVM, it’s the one that maximizes the 

margins from both tags. In other words: the hyperplane (remember it’s a line in this case) 

whose distance to the nearest element of each tag is the largest. 

 

 

Figure 5.5(c): Divided Data with different Hyperplane 

 

Nonlinear data: Now this example is easy, since clearly the data was linearly separable — 

we could draw a straight line to separate red and blue. Sadly, usually things aren’t that 

simple. Let us take a look at this case: 

 

Figure 5.5(d): Linearly separable Data 

It’s pretty clear that there’s not a linear decision boundary (a single straight line that 

separates both tags). However, the vectors are very clearly segregated and it looks as 

though it should be easy to separate them, so here’s what we’ll do: we will add a third 

dimension. Up until now we had two dimensions: x and y. We create a new z dimension, 

and we rule that it be calculated a certain way that is convenient for us: z = x² + y².This 

will give us a three-dimensional (3D) space [20]. 
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Taking a slice of that space, it looks like the figure below: 

 

Figure 5.5(e): Data with two Linearly separated groups 

The result is: 

 

Figure 5.5(f): Hyperplane parallel to the x-axis 

That’s great! Note that since we are in three dimensions now, the hyperplane is a plane 

parallel to the x axis at a certain z (let’s say z = 1).What’s left is mapping it back to two 

dimensions: 

 

Figure 5.5(g): Data with Best Hyperplane 
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5.2.2.2 Advantages of SVM  

Advantages of support vector machine are: 

i) Support vector machine works comparably well when there is an understandable 

margin of dissociation between classes. 

ii) It is more productive in high dimensional spaces. 

iii) It is effective in instances where the number of dimensions is larger than the number 

of specimens. 

iv) Support vector machine is comparably memory systematic. 

 

5.2.2.3 Applications of SVM  
 

SVMs can be used to solve various real-world problems: 

i) SVMs are helpful in text and hypertext categorization, as their application can 

significantly reduce the need for labeled training instances in both the standard inductive 

and transductive settings. Some methods for shallow semantic parsing are based on 

support vector machines. 

ii) Classification of images can also be performed using SVMs. Experimental results 

show that SVMs achieve significantly higher search accuracy than traditional query 

refinement schemes after just three to four rounds of relevance feedback. This is also true 

for image segmentation systems, including those using a modified version SVM that uses 

the privileged approach as suggested by Vapnik.  

iii) Hand-written characters can be recognized using SVM.  

iv) The SVM algorithm has been widely applied in the biological and other sciences. 

They have been used to classify proteins with up to 90% of the compounds classified 

correctly. Permutation tests based on SVM weights have been suggested as a mechanism 

for interpretation of SVM models.Support-vector machine weights have also been used to 

interpret SVM models in the past. Postdoc interpretation of support-vector machine 

models in order to identify features used by the model to make predictions is a relatively 

new area of research with special significance in the biological sciences. 

 

5.2.3 K-Nearest Neighbour (KNN) 

 
K-Nearest Neighbour is one of the simplest Machine Learning algorithms based on 

Supervised Learning technique. K-NN algorithm assumes the similarity between the new 

case/data and available cases and put the new case into the category that is most similar to 

https://en.wikipedia.org/wiki/Text_categorization
https://en.wikipedia.org/wiki/Transduction_(machine_learning)
https://en.wikipedia.org/wiki/Shallow_semantic_parsing
https://en.wikipedia.org/wiki/Image_classification
https://en.wikipedia.org/wiki/Image_segmentation
https://en.wikipedia.org/wiki/Handwriting_recognition
https://en.wikipedia.org/wiki/Permutation_test
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the available categories. K-NN algorithm stores all the available data and classifies a new 

data point based on the similarity. This means when new data appears then it can be 

easily classified into a well suite category by using K- NN algorithm. K-NN algorithm 

can be used for Regression as well as for Classification but mostly it is used for the 

Classification problems. K-NN is a non-parametric algorithm, which means it does not 

make any assumption on underlying data. It is also called a lazy learner 

algorithm because it does not learn from the training set immediately instead it stores the 

dataset and at the time of classification, it performs an action on the dataset. KNN 

algorithm at the training phase just stores the dataset and when it gets new data, then it 

classifies that data into a category that is much similar to the new data.  

 

Example: Suppose, we have an image of a creature that looks similar to cat and dog, but 

we want to know either it is a cat or dog. So for this identification, we can use the KNN 

algorithm, as it works on a similarity measure. Our KNN model will find the similar 

features of the new data set to the cats and dogs images and based on the most similar 

features it will put it in either cat or dog category. 

 

 
Figure 5.6: KNN Classifier 

 

5.2.3.1 Why do we need a KNN Algorithm? 

 
Suppose there are two categories, i.e., Category A and Category B, and we have a new 

data point x1, so this data point will lie in which of these categories. To solve this type of 

problem, we need a K-NN algorithm. With the help of K-NN, we can easily identify the 

category or class of a particular dataset. Consider the below diagram: 
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Figure 5.7: Apply KNN Algorithm 

 

5.2.3.2 How Does KNN Work? 

The K-NN working can be explained on the basis of the below algorithm: 

o Step-1: Select the number K of the neighbors 

o Step-2: Calculate the Euclidean distance of K number of neighbors 

o Step-3: Take the K nearest neighbors as per the calculated Euclidean distance. 

o Step-4: Among these k neighbors, count the number of the data points in each 

category. 

o Step-5: Assign the new data points to that category for which the number of the 

neighbor is maximum. 

o Step-6: Our model is ready. 

Suppose we have a new data point and we need to put it in the required category. 

Consider the below image: 

 

Figure 5.8(a): Data point 
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o Firstly, we will choose the number of neighbors, so we will choose the k=5. 

o Next, we will calculate the Euclidean distance between the data points. The 

Euclidean distance is the distance between two points, which we have already 

studied in geometry. It can be calculated as: 

 
Figure 5.8(b): Euclidean Distance 

o By calculating the Euclidean distance we got the nearest neighbors, as three 

nearest neighbors in category A and two nearest neighbors in category B. 

Consider the below image: 

 
Figure 5.8(c): Data Category 

o As we can see the 3 nearest neighbors are from category A, hence this new data 

point must belong to category A. 
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5.2.3.3Advantages of KNN  

 
KNN is called Lazy Learner (Instance based learning). It does not learn anything in the 

training period. It does not derive any discriminative function from the training data. In 

other words, there is no training period for it. It stores the training dataset and learns from 

it only at the time of making real time predictions. This makes the KNN algorithm much 

faster than other algorithms that require training e.g. SVM, Linear Regression etc. 

 

Since the KNN algorithm requires no training before making predictions, new data can 

be added seamlessly which will not impact the accuracy of the algorithm. 

 

KNN is very easy to implement. There are only two parameters required to implement 

KNN i.e. the value of K and the distance function (e.g. Euclidean or Manhattan etc.) 

 

5.2.3.4 Applications of KNN  

The KNN algorithm has been utilized within a variety of applications, largely within 

classification. Some of these use cases include: 

Data preprocessing: Datasets frequently have missing values, but the KNN algorithm 

can estimate for those values in a process known as missing data imputation. 

Recommendation Engines: Using click stream data from websites, the KNN algorithm 

has been used to provide automatic recommendations to users on additional content. 

This research (link resides outside of ibm.com) shows that the a user is assigned to a 

particular group, and based on that group’s user behavior, they are given a 

recommendation. However, given the scaling issues with KNN, this approach may not be 

optimal for larger datasets. 

Finance: It has also been used in a variety of finance and economic use cases. For 

example, one paper (PDF, 391 KB)  (link resides outside of ibm.com) shows how using 

KNN on credit data can help banks assess risk of a loan to an organization or individual. 

It is used to determine the credit-worthiness of a loan applicant. Another journal (PDF, 

447 KB)(link resides outside of ibm.com) highlights its use in stock market forecasting, 

currency exchange rates, trading futures, and money laundering analyses. 

Healthcare: KNN has also had application within the healthcare industry, making 

predictions on the risk of heart attacks and prostate cancer. The algorithm works by 

calculating the most likely gene expressions. 

Pattern Recognition: KNN has also assisted in identifying patterns, such as in text 

and digit classification (link resides outside of ibm.com). This has been particularly 

https://www.researchgate.net/publication/267572060_Automated_Web_Usage_Data_Mining_and_Recommendation_System_using_K-Nearest_Neighbor_KNN_Classification_Method
https://iopscience.iop.org/article/10.1088/1742-6596/1025/1/012114/pdf
https://www.ijera.com/papers/Vol3_issue5/DI35605610.pdf
https://www.researchgate.net/profile/D-Adu-Gyamfi/publication/332880911_Improved_Handwritten_Digit_Recognition_using_Quantum_K-Nearest_Neighbor_Algorithm/links/5d77dca692851cacdb30c14d/Improved-Handwritten-Digit-Recognition-using-Quantum-K-Nearest-Neighbor-Algorithm.pdf
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helpful in identifying handwritten numbers that you might find on forms or mailing 

envelopes.  

 

5.2.4 Naive Bayes (NB) 

Naive bayes in machine learning is defined as probabilistic model in machine learning 

technique in the genre of supervised learning that is used in varied use cases of mostly 

classification, but applicable to regression (by force fit of-course!) as well. The reason of 

putting a naive in front of the algorithm name is because it assumes that the features that 

goes into the model are independent of each other or in other words, changes done to one 

variable doesn’t affect any others. Though this assumption is a strong one and happens to 

be a basic one and, the effect of the variable is present. Due to this algorithm, Naive 

Bayes happens to be a simple, yet very powerful algorithm. Due to its lesser complexity 

this is the go-to choice for any of the algorithms where in one either has to respond to a 

request quickly or one needs to perform some calculation in order to provide some basic 

yet powerful insights from the data! 

 

Figure 5.9:Naive Bayes 

 

 

5.2.4.2 How Does NB Work? 

 
In the introduction we have understood that Naive Bayes is a simple algorithm that 

assumes the factors that are a part of the analysis are independent to each other and that 

the answer to Naive in its name. but what about the other word Bayes. In order to have a 

deeper understanding of Naive Bayes algorithm, we would first understand the Bayes 

theorem in conditional probability. 
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Let us understand the Naive Bayes with an example. Let us take the very generic 

example, rolling a dice. What is the probability that we would get a number 2? Since 

there is one “2” in the dice, and total 6 possibilities, the probability is 1/6. Now, let us 

enhance the example a bit more. We are at a guessing game, where one has to ask some 

questions and on the basis of that, we have to guess the number and pattern on the card. 

At first, we would have 4 possibilities and only one is true, and hence the probability is 

¼. Let say we have guessed the color of the pattern, now to guess the pattern there are 

only 2 possibilities present and one of them has to be true and hence the probability of us 

being correct is ½ which is obviously more than ¼. Did you notice the difference in the 

statements? In the case of dice, there is no condition, whereas in case of cards the 

condition is that the color is already known. Thus, probability of an event to occur when a 

condition is given is known and conditional probability and the theorem that dictates this 

is known as Bayes theorem.  

The mathematical equation of the same is given as: 

P(Y|X)=(P(X|Y)*P(Y))/P(X) 

And it is read as probability of Y to happen given that X has happened is equal to 

probability of X to happen such that Y has occurred multiplied with probability of Y to 

occur upon the probability of X to happen. Here, P(Y|X) is known as Posterior 

probability, P(X|Y) is known s a likelihood probability, P(Y) is termed as prior 

probability and P(X) is the probability of evidence. 

Now keeping the above theorem in mind, let us see the working of Naive Bayes. In real-

world examples, we might have multiple X variables in the data and with the statement 

that multiple X variables are independent we can substantiate that the probability will 

follow a multiplicative relation to finding the probability. The equation will look 

something like: 

P(Y/(X_1,X_2,X_3,X_4…X_n,))=(P(X_1 | Y)*P(X_2 | Y)*P(X_3 | Y)*…*P(X_n | 

Y))/(P(X_1 )*P(X_2 )*P(X_3 )*…*P(X_n ) ) 

 

With setting of this context, now let us take an example to fully understand the working 

of Naive Bayes through an example in classification. The working takes place in 3 steps. 

Let us look at the steps first and then take one example and get a hands-on understanding 

of the working. 

At first, the frequency table is built on the basis of categories in the features. This 

frequency table is based on the category of the features that go into the model. For 

example, a column has 3 categories; all these categories are taken, and corresponding 

frequency of occurrence is tabulated. In the next step, the corresponding probabilities are 

calculated against the categories and their corresponding frequency of the target variable. 

Finally, the above calculation using the formula of Bayes theorem is used to calculate the 

posterior probability when any new dataset is sent for prediction. 
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It is now time to look at the steps with an example. Let us see if a person is likely to buy a 

gadget given the income status: 

Original Data: (Table: 5.1) 

Income Status Gadget Bought 

Low Yes 

Mid Yes 

High Yes 

High Yes 

Mid No 

Low No 

Mid Yes 

High Yes 

Low No 

Mid No 

Mid Yes 

Low No 

High Yes 

High Yes 

 

Step 1: Frequency table creation (Table: 5.2) 

Income Group Yes No 

High 5 0 

Mid 3 2 

Low 1 3 

Total 9 5 

 

Step 2: Probability calculation of the likelihood income groups (Table: 5.3) 

Income 

Group 

Yes No  

High 5 0 5/14 = 0.35 

Mid 3 2 5/14 = 0.35 

Low 1 3 4/14 = 0.3 

Total 9/14 = 0.64 5/14 = 0.36   

 

Step 3: Now whenever a new dataset comes, we can tell the corresponding probability 

that whether the person will buy the gadget or not by using the posterior probability 

formulae. Let us say that the new data is with income group as Mid. We would need to 

find out if the person will buy a gadget or not. 
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P(Yes|Mid) = P(Mid|Yes)*P(Yes)/P(Mid) 

Here, 

P(Mid|Yes) = 3/9 [Total frequency of Mid in Yes = 3, and total frequency in Yes = 9] 

P(Yes) = 9/14 

P(Mid) = 5/14 

Substituting the values, we get P(Yes|Mid) = (3/9*9/14)/(5/14) = 3/5 

Similarly, for P(No|Mid) = 2/5 

So, we can conclude that if the person is of Income Category Mid, he has a higher 

propensity to buy the gadget. 

 

5.2.4.3 Advantages of NB  
 

The following are some of the benefits of the Naive Bayes classifier: 

It is simple and easy to implement 

It doesn’t require as much training data 

It handles both continuous and discrete data 

It is highly scalable with the number of predictors and data points 

It is fast and can be used to make real-time predictions 

It is not sensitive to irrelevant features 

 

5.2.3.4 Applications of NB 

 
Here are some areas where this algorithm finds applications: 

 

Text Classification: Most of the time, Naive Bayes finds uses in-text classification due to 

its assumption of independence and high performance in solving multi-class problems. It 

enjoys a high rate of success than other algorithms due to its speed and efficiency.  

 

Sentiment Analysis: One of the most prominent areas of machine learning is sentiment 

analysis, and this algorithm is quite useful there as well. Sentiment analysis focuses on 

identifying whether the customers think positively or negatively about a certain topic 

(product or service). 

 

Recommender Systems:With the help of Collaborative Filtering, Naive Bayes Classifier 

builds a powerful recommender system to predict if a user would like a particular product 

(or resource) or not. Amazon, Netflix, and Flipkart are prominent companies that use 

recommender systems to suggest products to their customers.  
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CHAPTER 6 

EXPERIMENTS AND RESULTS 

6.1 Introduction 

 
Crime data analysis is a systematic analysis for detecting and analyzing various types of 

crimes and classifies its patterns. These patterns play an important role for solving 

different crime types, problems and in making different strategies to solve the crime 

problems. Different types of news articles of online newspapers publish thousands of 

crime news which contain the details of victims, crime type, criminals, locations etc. 

Many studies have discovered various techniques to investigate the crime data. Now 

various machine learning techniques, statistical methods, deep learning approaches are 

utilized for the extraction of appropriate meaningful features in order to classify the text 

documents. In the active research area of text mining, Text categorization is one where all 

the documents are categorized with basic three types of knowledge, supervised, semi-

supervised and unsupervised. 

Among these machine learning techniques, supervised learning has become more popular 

in the word. Different types of supervised learning approaches have been used in many 

researches such as Logistic Regression, Support Vector Machine, K-Nearest Neighbour, 

Naive Bayes, etc. In order to train these supervised learning model, different statistical 

and machine learning approaches have been used to extract meaningful features for 

accurate text classifications.  

Large datasets on different language are available, and many researches on text 

classification have also been done in different languages. In the field of Bangla text 

categorization, only a couple of works have been done. A few of them work on large 

dataset and these works have been done on general categorization of textual document.  

 

6.2 Dataset of Crime News Articles 

 
We presented our proposed dataset about different types of crimes happened in 

Bangladesh. We fetched these crime articles from different Bangla newspapers. To do 

this we built a web-spider that will crawl online news portals and scrap news for our 

application. This can be done using “Scrapy”, which is a popular python framework for 

scraping data. By using this we fetched different types of crime news articles from 

renowned newspapers in Bangladesh. We collected crime news from following online 

portals: 

 

 Prothom Alo (https://www.prothomalo.com/) 

 Jugantor (https://www.jugantor.com/) 

https://www.prothomalo.com/
https://www.jugantor.com/
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 Noya Digonto (www.dailynayadiganta.com/) 

 

We considered the crime news which belonged to nine pre-defined classes: MURDER, 

RAPE, ROBBERY, DRUGS, THEFT, CORRUPTION, FRAUD, ABDUCTION and 

OTHERS (non crime news like entertainment, sports, etc). We labeled the classes 

manually by reading each of the news articles. We applied different filters to avoid 

duplicate Crime News. The distribution of the total 3,500 Crime articles on nine 

categories are shown on the table: 

 

Table 6.1: Categories of crimes and basic statistics- 

 

Category No. of Crime 

News 

No. of Total 

Sentence 

No. of Total  

Word 

খুন 

(MURDER) 
 

500 18347 194150 

ধর্ ষণ 

(RAPE) 

500 19231 166772 

অপহরণ 

(ABDUCTION) 

200 6135 67548 

ছিনতাই 

(THEFT) 

300 11121 114522 

ডাকাছত 

(ROBBERY) 

200 7535 100621 

মাদক 

(DRUGS) 

400 5894 74709 

দুনীছত 

(CORRUPTION) 
 

301 14601 156011 

প্রতারণা 

(FRAUD) 

399 15559 152174 

অনযানয 

(OTHERS) 

700 21300 271068 

 

 

http://www.dailynayadiganta.com/
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And the example of our dataset is given in the figure 6.1: 

 

 

Figure 6.1: A snapshot of our own dataset 

 

6.3 Proposed Model 

 
First, we will have a news crawler that will crawl news articles from different online news 

portals. We need to classify whether news is a crime related article or not. It will also 

classify the type of crime. However we need to build the classifier model for the purpose. 

So, we developed Bangla Crime classifier by utilizing our dataset. We used machine 

learning algorithms SVM, Logistic Regression, K-Nearest Neighbour, Naive Bayes in our 

dataset. Our model first conducted some preprocessing on the news contents such as   

"Pickle". Pickling is a way to convert a python object (list, dict, etc.) into a character 

stream. The idea is that this character stream contains all the information necessary to 

reconstruct the object in another python script. In the training phase, at first, we divided 

the processed dataset into training set and testing set. we employed the training dataset to 

train models with classic machine learning algorithms. The proposed model of our 

classifier is given in figure. 
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Figure 6.2: Proposed Algorithm of Classification process for Bangla Crime News 

 

6.4 Experimental Result 

 
We used state of the art machine learning algorithms (Logistic Regressing, Support 

Vector Machine, K-Nearest Neighbour, Naive Bayes) in training part. The total number 

of words and the total number of sentences in our dataset are given displayed in table 6.1. 

We calculated accuracy, precision, recall and F1 score by validating with our test data for 

all machine learning algorithms used, which are displayed in table 6.2.  

 

6.4.1 Performance Metrics 

 
To assess the performance of the prediction model we utilized Precision, Recall and F1 

score as evaluation metrics. Beside accuracy, the precision and recall measures are also 

widely used in classification. Precision can be thought of as a measure of exactness (i.e., 

what percentage of tuples labeled as positive are actually such), whereas recall is a 

measure of completeness (what percentage of positive tuples are labeled as such). If recall 

is the same as sensitivity (or the true positive rate). These measures can be computed as, 
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Here, TP = True Positives, FP = False Positives and FN =False Negative. 

The F measure is the harmonic mean of precision and recall. It gives equal weight to 

precision and recall. 

 
 

6.4.2 Performance Analysis 

Table 6.2: State of the art Machine Learning 

 

Learning 

Algorithm 
Recall Precision F1 Score 

Logistic 

Regression 

0.8685 0.8688 0.8674 

Support 

Vector 

Machine 

(SVM) 

0.7952 0.8311 0.8016 

K-Nearest 

Neighbour 

(KNN) 

0.6504 0.6615 0.6442 

Naive Bayes 

(NB) 

0.8171 0.8202 0.8172 

 

Table 6.2 shows the performance in four performance evaluation metrics: Accuracy, 

Precision, Recall and F1 Score using state-of-art machine learning algorithms such as 

Logistic Regression, SVM, KNN and Naive Bayes. Overall, Logistic Regression is the 

best performer among the three classic machine learning algorithm and the accuracy is 

around 87% for all four performance evaluation metrics. Naive Bayes is the 2nd best 

performer among the three classic machine learning algorithm and the accuracy is 81% 

for all four performance evaluation metrics. Naive Bayes is the 3rd best performer among 

the three classic machine learning algorithm and the accuracy is around 80% for all four 
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performance evaluation metrics. For KNN the performance is below 70% for both word 

vectors except KNN in all four performance evaluation metrics. 

 

6.5  Empirical Data Analysis & Visualization of Result 
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CHAPTER 7 

CONCLUSION AND FUTURE WORKS 

7.1 Conclusion 

With increased number people, enormous crime is reported in the printing and electronics 

media in a regular interval around the globe and in Bangladesh as well. We can see that 

sometimes similar crime is occurring repeatedly in same area which can be marked as 

probable crime zone. So crime information extraction has become a rudimentary task to 

prevent such crime before occurring. Fortunately, we can find some of the crime news in 

digital format through our online newspaper which can be utilized for future prediction 

and protection as well. With this view, this paper aims to extract crime information from 

online Bangla newspaper. To achieve the task, we developed a Bangla crime corpus. 

 

7.2 Future Work 

 
In future we will normalize the dataset and enrich our newly developed corpus with 

enormous data to achieve desire accuracy. Our main interested is to extract specific crime 

information like identify the criminal, victim, crime zone, crime frequency etc. from 

online Bangla news articles. For this purpose, currently we are annotating our newly 

developed dataset of 0.1 million words to trained our own Name Entity Recognition 

(NER) model. Hopefully this work will lead us to reach our intended goal. 
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