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Abstract

Wireless Sensor Networks (WSNSs) have sensor nodes that sense and extract information
from the surrounding environment, locally processing information and then wirelessly
transmitting it to the sink.

Data sinks are a fundamental component of data storage, and they play a critical role in
ensuring that data is accessible, secure, and reliable. Data sinks work by receiving data
from one or more data sources and storing that data in a format that is optimized for
retrieval and analysis. Depending on the type of data sink.

Wireless multimedia sensor networks (WMSNs) could be present. As multimedia data
is larger than scalar data, that’s why we need Wireless Multimedia Sensor Networks
(WMSNp5s). In terms of efficient use of energy, throughput, and reduced end-to-end delay,
Multi-path routing is used to discover multi-path during route discovery from source to
sink.

In blackhole attack, the attacker drops packets selectively, or all control and data packets
that are routed through him. Therefore, any packet routed through this intermediate
malicious node will suffer from partial or total data loss. Since the data sink attack is
detected only after the black hole attack, we used the black hole attack in this case.
Considering the point in this thesis are going to implement a Simulation of a Black-hole
Attack in WSN. We are showing a simple scenario of attacking if wireless security has
some weak points. Cluster Topology is an experiment with the "NS-2” simulator and
discloses enhanced results for multimedia data, Index Terms WMSNSs, multimedia data,
end-to-end delay, Black hole attack, Cluster topology, NS-2, and multi-path routing. In
the simulation, we can understand how a malicious node affects of node and how to drop
packets. This is just a simple copy of on process that happened in real life. Some nodes are
affected by a malicious node which is an attacker that blocks, drops, sends, and receives
packets.

We suggest to ensure better security and encryption to prevent this type of case. Overall,
we are emphasizing there is a possibility of attacking by hackers with another signal.
This attack can be protected by high-level security and a special firewall system, which
can control the network as much as possible.
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Chapter 1

Introduction

1.1 Background

A wireless sensor network can be defined as communicating information gathered from
an area monitored through wireless links. The network of wireless sensors communicates
data through multiple nodes and a gateway[/1] These nodes are interconnected to other
networks like Wi-Fi. WSN is made up of base stations and node numbers. They use
networks to track sound, noise, temperature, and the mutual transfer of data to primary
places across the network. physical and environmental conditions are monitored. Often
sensitive data are transmitted through unsecured means to the target node. Therefore,
denial-of-the-assail will quickly add WSN. Service attacks (DoS) together cause a loss
of information and high energy consumption. WSNs are widely available independent
sensors in physical or environmental terms and can communicate their data in collaboration
via the network. In various applications, a wireless sensor network is used for military
activities to track your enemy’s movement, for instance. A safe pulse track device was
also used for fire prevention and detection. It is a part of our everyday lives slowly
and steadily. The US has identified a high-level research project age. Wireless sensor
networks consist of a large number of sensor nodes. Wireless communication interacts
with each other. Normally a sensor node has five components: detection, memory, processor,
transceiver, and battery. As such, their resources (usually battery life, memory decrease,
and capacity for processing) are reduced. Due to the braking power of communication,
wireless sensor nodes can only communicate directly with some nearby neighbors. So,
the nodes must work together to accomplish their tasks: feeling, reporting processing,
computing, routing, localization, security, etc. Therefore, WSN is, by nature, a collaborative
network.[2]]

1.2 Characteristics of WSN

A network of wireless sensors includes a significant but small part including a sensor
node. Efficiency, scalability, transparency, reliability, and versatility are the characteristics
of an excellent wireless sensor network. Such features can be very useful for wireless
sensor networks, and if left unnotified or approved, this can result in preliminary results A
biased network therefore can not apply. The wireless network comprises mobile communications,
wireless LAN, Ethernet, ad hoc networks, etc.[3|]] A sensor network, which is similar to
an Ad hoc system, has several features, including mobility, battery limit, and switching



characteristics.[[4]] WSN and certain distinct features relative to these wireless networks.
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Figure 1.1: WSN Scenario.

The features of the WSN are

1.2.1 Computing capacities

The space for the system and the sensor memory are very limited due to the cost, size,
and consumption of batteries.

1.2.2 Power of the battery

Sensor nodes are often canceled and decreased due to exhaustion. To retain battery power
beforehand, protocols and algorithms must be considered for communications

1.2.3 Capacity

The Senor network’s transmission bandwidth is narrow and variable, with a distance
between a few tens and a few hundred meters. Because the senator is easily influenced
by natural environmental impacts such as mountains, buildings, floods, precipitation and
lighting, ground barriers, and temperature. It is hard to run WSN smoothly for that reason.
It means the strong, non-partisan, stable WSN software and hardware, a research focal
point for the future.[5]]



1.2.4 Wireless network sensor reliability

Any network that is the basic requirement needs to be reliable. In a state of constant
network structure transition, you expect reliable data transmission. For ad hoc wireless
networks, there is often an inverse relation between scalability and reliability.[6] The
explanation is that it becomes harder to maintain stability as the number of nodes in the
network increases. Data transmission efficiency is placed on the network when highly
scalable and built into a bigger network than was originally intended, and the point of
departure will appear earlier. Mobility is the ability of networks to handle mobile nodes
and through data paths. In order for the wireless sensor network to handle mobility, it
is necessary to do the design. The design of a large-scale and mobile wireless sensor
network is thus harder.[[7]]

1.2.5 Wireless network application

In modern society, WSN is used all over the place. It has been applied successfully in
various domains including political, ordinary, economic, health, and industrial applications.
Even though the number of wireless sensor implementations is high, there’s no exact
”mote” standard. The word mote means a small frame, but there can be no utter isolation.
Regardless of the exact platform category, known applications may be categorized under
certain headings: military applications, environmental monitoring, industrial or human-centric
applications, and robotics applications.

Some of the requirements are listed below:[§8]

Military applications: The idea of wireless networks with sensors is closely linked
to military applications. Nonetheless, whether bases were designed for military or air
defense purposes, or whether they were invented separately and used for military purposes,
is very difficult to say with certainty. The area of interest in military applications includes
general information collection, enemy monitoring, surveillance of the battlefield, and
classification. For example, classification algorithms use seismic and acoustic signal
detection input data.

Environmental monitoring: Various environmental monitoring criteria exist, including
wind speed calculation and path parameters. Show contours of WSN applications of the
environmental monitoring program. Many of them slowly change behaviors that allow
you to effectively sample them during their reaction for about one to five minutes. But
interesting in such a situation was the Rock wheel phenomenon, which has taken a long
time to find. Real-time environmental surveillance examples of system applications using
WSNs are required for the following technical requirements.

Forest monitoring: The forest’s importance and its significance for the soil play a key
role in human life and an unparalleled role in sustaining the biogeochemical cycle of
the environment. Reforestation due to urbanization is of extreme social significance.
Furthermore, forest surveillance is required. WSNs are normally used in the above range
in order to maintain protection. In view of the expected climate change, monitoring
of the microclimate in the forest is increasingly important. Intensive surveillance of
forestry ecosystems can contribute to the detailed knowledge of the physical, chemical,
and biological status of the soil in the root systems of trees.



WSN in medicine: WSN uses the most advanced medical system in healthcare to
improve wellness applications. As an example of real-time applications for health monitoring,
WSN is used to monitor diseases such as heart attacks. In a hospital environment, scientists
have researched an in-house sensor and found it significant. The patients receiving admission
to the Emergency Unit of John Hopkins Hospital, USA, were examined at blood oxygen
levels and heart rate. The authors have collected statistics on the RF network links, tree
trucking activity, and its reality within the network.

Industrial uses: In an industrial application this is very useful. Such sensors also track,
regulate and process data such as sound, vibration, temperature, and viscosities. These
sensors are used. Data or information sent to the control system management is gathered
by sensors. They also play a key role when the business process is implemented.[9]]
A better routing algorithm provides a robust, user-friendly system, and cost-effective
devices which are extremely useful for business purposes. The WSN uses the building’s
decision-aid systems to avoid different real-world problems. More and more are also used
in agriculture to overcome the decision support system

1.2.6 Importance of application

WSN is a consolidated data collection, a multi-hop communication, and a multi-to-one
model of traffic. The WSN is special and very reliant on applications from conventional
networks. The primary purpose is to collect environmental knowledge. Different network
implementations of sensors manage various physical signals; one network of sensors
cannot be routing protocols on the other. One of the most important issues in the WSN is
the importance of applications.[10]

1.3 Threats in WSN

There are two kinds of attacks in WSN. They are passive and active attacks.

Passive assault is restricted to the listening and review of information exchanged. These
attacks (sufficient to have the right receiver) can be easier to perform and are hard to
detect. Since there is no impact on the information shared by the attacker. By analyzing
information routings and preparing an active attack, the attacker may want to know the
confidential information or the significant nodes in the network (cluster head node).[11]

An attacker tries to remove or edit messages sent on the networks during successful
attacks. He may also replay old messages or inject his own traffic to interrupt the network’s
operation or cause a service denial. We may quote from the most well-known active
attacks.[12]]

1.3.1 Black hole

A node falsifies routing information in order to force data to move through later, and the
only function is to migrate anything and create a sink or a black hole on your network

4



Selective transmission: as mentioned above, the router is a Node. Malicious nodes may
fail to transmit and simply drop those messages during selective forwarding attacks.[13]]

Filk e . ””””””””” k“f.f'
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Figure 1.2: Blackhole Attack

1.3.2 HELLO Flood Attack

Most routing protocols use the "THELLO” packet to find nearby nodes, thereby creating a
network topology. The best attack for an attacker is to send a cascade of such messages
to the network and block the exchange of other messages.

O\ Base

/Q/ \O
®

Figure 1.3: HELLO Flood Attack

1.3.3 Jamming

A well-known WiFi attack is to interrupt the radio channel by sending useless frequency
band information. This sporadic or persistent jamming can be temporary.

Figure 1.4: Jamming Attack

1.3.4 Blackmail Attack

A malicious node declares an additional legitimate node that excludes the latter from
the network. If the malicious node attacks a large number of nodes, the activity of the



network can be interrupted. Extent. to use all the energy resources of the victim’s node
by pressuring them to measure or to excessively collect or transmit data.

Figure 1.5: Blackmail Attack

1.3.5 Wormbhole Attack

Attackers here at different points of a network are strategically placed. You will receive
and replay messages in various parts through a tunnel.

© D= 1O
M ON @/®\9,, 2.

Figure 1.6: Wormhole Attack

1.3.6 Sybil attack

A Sybil attack basically occurs in the network layer. This attack occurs in multiple
locations at a time when geographical routing protocols are appearing. A malicious node
is upholding its multiple identities in this network.

. Your node @ Sybil node O Honest node

Figure 1.7: Sybil attack

1.3.7 Tampering attack

A tampering attack works in a whole network system. This attack easily damages a sensor
node and its other node as a result the whole network is not working properly. In other
words, it replaces the whole node and the whole part of its hardware service easily.

6
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Figure 1.8: Tampering attack

1.3.8 Selective Forwarding Attack

This Selective and forwarding attack also occurs in the network layer. In this attack, the
sensor networks some nodes want to forward the received message but some mentioned
node easily replaces the whole node and part of its hardware services nation. However,
some nodes easily start their connection from one route to another.

\
T~ _)Attacker

»‘
2
/
V
i 1

Selectively
Forward Packets

Figure 1.9: Selective Forwarding Attack

1.4 AODYV Routing Protocol

Routing: Routing is information exchange from one network station to another and a
set of rules or norms is used for the exchange of data between two devices. Routing:
The usual limitations of these networks are protected by these protocols, including high
power consumption, high error rate, and limited bandwidth. The protocols of routing are
defined as:-(a) constructive (b) on-demand oriented (reactive) (c) protocols with a hybrid
feature. The Ad-hoc On-demand Distance Vector (AODYV) is a wireless and mobile ad hoc
network routing protocol. Its protocol offers routes for both unicast and multicast routing
on request. Nokia Research Center, the University of California, and Santa Barbara
together developed the AODV protocol in 1991, as well as the University of Cincinnati.
(14]

Only when requests are made for source nodes can the AODV protocol build routes
between nodes. Consequently, AODV is considered an according algorithm and does
not create extra connection traffic. The routes are kept as long as the sources need
them. They are also trees that connect members of the multicast group. To ensure travel
freshness, AODV uses sequence numbers. In addition to various mobile nodes, they are
self-initiating and loop-free. Nets are not connected in AODV until links have been
formed. Network nodes needing ties send a connection order. The other AODV nodes
forward the message and record the link node. Therefore, they create several temporary



routes to the requested node. A node that receives these messages and has a path to a
desired node sends a reverse message to the requested node via temporary routes. The
application node uses the path with the least number of hops in other nodes. The entries
not used in routing tables will be recycled after a period of time. If a connection fails, the
routing mistake is returned and repeated The routing error happens again.

1.5 Problem Statement

Previously the works done on WSNs focused mainly on different security threats and
attacks such as DoS, DDoS, Impersonation, Wormhole, Jellyfish, and Black Hole attacks.
Among these attacks Black Hole attack involved in WSNs is evaluated based on reactive
routing protocol like Ad-Hoc On-Demand Distance Vector (AODV) and its effects are
elaborated by stating how this attack disrupts the performance of WSNs. Very little
attention has been given to the fact to study the impact of Black Hole attacks in WSNs
using both Reactive and Proactive protocols and to compare the vulnerability of both
these protocols against the attack. There is a need to address both these types of protocols
under the attack, as well as the impacts of the attacks on the WSNs. This thesis analyzes
Black Hole attacks in WSNs using AODV and OLSR which are reactive and proactive
respectively in nature.

1.6 Motivation

Wireless sensor networks (WSNs) are a new alternative in many fields to solve specific
problems and are a demanding research field for the automation of embedded systems,
impacting many applications. The efficient design of a network of wireless sensors has
become a leading area of research in recent years. A sensor is a system that addresses
and senses certain types of inputs under physical and environmental conditions, such as
pressure, heat, and light. The sensor output is normally an electrical signal transmitted for
further processing to a processor. But it has some threats. As I mentioned above there are
a lot of attacks in WSN. The black hole is one of the popular attacks in WSN. Black hole
attack affects network performance. WSN is a popular network and the application of this
network is at the highest level so it has to be attack-free and perform at its best. As we
want to keep it attacked we need to know the difference in the performance of the network
with attack and without attack. We choose cluster topology to analyze the performance.

1.7 Objectives

Our main objective is to analyze the performance of the WSN cluster topology which is
attacked by the black hole. So we need to implement a black hole attack in cluster-based
WSN. To analyze the performance we need to find results with some performance matrices.

1.8 Cluster Topology

Introduction: A network of Wi-Fi sensors is made up of many wireless nodes. The
topology control in WSNs is a way of identifying connections between nodes so that
interference can be minimized, energy saved and network length extended. One is the

8



topology of classes to be regulated in the WSN. Clustering is one of the widely investigated
solutions for the extensive flat sensor network and the efficiency of network operation

1.9 Working Process

The network’s two-layer cluster node approach breaks layers into two layers. The nodes
in the same layer form a cluster in the first layer. There are many nodes in the second
layer of the cluster. A cluster-head (CHs) node is used by each group to effectively spread
the task between the cluster nodes. There remains a gateway node also. Through this
process, the network becomes efficient because of energy saving less packet drop.



Chapter 2
OVERVIEW OF Attacks in WSN

2.1 Black hole attack

2.1.1 Introduction

In WSN there are a lot of attacks. Among them, the black hole attack is one of the famous
attacks and is easy to execute. A packet drop attack or black hole attack is a form of
denial-of-service attack that discards packets from the router that is supposed to relay.
This usually happens because several factors influence a router.[ 15]]

Wireless Sensor

Network
- |
- |
B / BlackHole @ ® .

Sink | @ Nodes

Figure 2.1: Blackhole Attack In WSN

2.1.2 External Black hole attack

External attacks physically stay outside of the network and deny access to network traffic
creating congestion in the network or disrupting the entire network. The external attack
can become a kind of internal attack when it takes control of an internal malicious node

10



and controls it to attack other nodes in MANET. External black hole attacks can be
summarized in the following points

1.
2.

Malicious node detects the active route and notes the destination address.

A malicious node sends a route reply packet (RREP) including the destination
address field spoofed to an unknown destination address. The hop count value
is set to the lowest value and the sequence number is set to the highest value.

. The malicious node sends RREP to the nearest available node which belongs to the

active route. This can also be sent directly to the data source node if the route is
available.

The RREP received by the nearest available node to the malicious node will relayed
via the established inverse route to the data of the source node.

. The new information received in the route reply will allow the source node to update

its routing table.
New route selected by source node for selecting data.

The malicious node will drop now all the data to which it belongs in the route.

DATA DROFFPED

Figure 2.2: Black hole attack specification

In AODV black hole attack the malicious node “A” first detects the active route in
between the sender “E” and destination node “D”. The malicious node “A” then sends
the RREP which contains the spoofed destination address including small hop count and
large sequence number than normal to node “C”. This node “C” forwards this RREP to
the sender node “E”. Now this route is used by the sender to send the data and in this way,
data will arrive at the malicious node. These data will then be dropped. In this way, the
sender and destination node will be in no position to communicate in a state of black hole
attack.

11



2.1.3 Attacking process

One of the potential WSN attacks is a Black hole attack. In a black hole attack, a
malicious node sends the RREP message as the shortest path to the target node, and then
the receiving node sends a data packet b to the malicious node in the network. Finally, the
malicious Node drops the entire data packet instead of sending it to the destination node.
As a result, the throughput gets low and the end-to-end delay gets high.[16]
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Chapter 3

Simulation

3.1 Simulation Setup

To do the simulation, we used Network SImulator-2(NS-2.35). It runs frequently on
Ubuntu. We used NAM animator so that we could see simulations. NS-2 simulator is
used for implementing cluster topology and Blackhole attacks.[|17]]

Parameter Value
Operating System Ubuntu 20.04
Operating System Type Linux
Simulation Software NS-2.35
Network Animator NAM 1.15
Graph xgraph
Editor gce-4.8 g++-4.8
Code File tel

Table 3.1: Simulation Setup.

3.2 Simulation Details

We used the AODV protocol. To implement this we run a .tcl file. After running the .tcl
file we got .nam and .tr files. We get different kinds of values from the .tr file, which is a
trace file. We use 17 nodes in this simulation and the area size is 500*500. We giving a
details table for simulation below

13



Parameter Value
Protocol AODV
Simulation Area | 500*500
Packet Size 1500 kb
Simulation Time 25 sec
Number of Nodes 17
Traffic Generation UDP

Table 3.2: Simulation Details.

3.3 Creating Cluster topology

We created cluster topology. We create four groups of four nodes. Node no 3 is the
source and 5,15 is the main node. Node no 4,6,9,16 are supporting node to help with file
transferring and node no 12 is the destination node.

nam: NAAODV.nam - 2 x
[Eoe wiews gnatusss [ o \"
| « | b | u | > | " \‘ 4%‘
I
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‘;ﬁll\\‘HHHIH‘\HIH\II‘HHIIHI‘HIHIIH‘\HH\IH‘IHIHH\‘HHIIHI‘HIHIIH|HIH\II\‘IHIH\H‘HHIIHI‘HIHIIH‘HIIHIH‘HHIHH‘HHIIHI‘HIHIIH‘HIIHIH‘HIIIHH‘IHIIIH\‘HIHHH‘HIHIIH‘HIIIHH‘IHIIHH‘HHIHH‘

i ]

Figure 3.1: Creating Cluster topology

3.4 Implementing Black Hole Attack

After creating the cluster topology we implemented a black hole attack. In this simulation
we show a black hole attack by two TCL files, one is without an attacker and another is
with the attacker.

3.5 Simulation File

We complete the simulation with two types of files. Both files are prepared with proper
source code. The source code is written in ”C” language. During simulation, files are
run in Network Simulator but on the back side C program completes the whole process.
We make two TCL files one is without an attacker and another with the attacker. Without
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the attacker file named NAAODV.tcl and with the attacker file named AODV.tcl. After
completing the simulation each file made two files. With attacker files are AODV.nam &
AODV.tr without attacker files are NAAODV.nam & NAAODV.tr. A simulation file table
is given for understanding file types.

Types of Simulation File Name
With Attacker Main file AODV.tcl

With Attacker AniMator file AODV.nam
With Attacker Trace file AODV.tr

Without Attacker Main file NAAODV.tcl
Without Attacker AniMator file | NAAODV.nam
Without Attacker Trace file NAAODV.tr

Table 3.3: Simulation Files Types

3.6 Simulation Without Attacker

3.6.1 Normal Position of Nodes

In the figure, nodes are standing side by side. There are 17 nodes. Node 3 is the source
node and node 12 is the destination node.
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Figure 3.2: Normal Position of Nodes Without Attacker

3.6.2 Packet Sending

So the transferring route is from 3 to 4,5,6,7.9.10,15,16 to 12. There is no block or packet
drop. Send and replay is ok.

3.6.3 Status Without Attacker

In the status figure, there is no error or packet drop in transferring data or packets.
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(a) From Source (b) To Destination

Figure 3.3: Packet Sending Without Attacker

s S ns NAAODV.tcl
num_nodes is set 17

INITIALIZE THE LIST xListHead

channel.cc:sendUp - Calc highestAntennaZ_ and distCST_
highestAntennaZz = 1.5, distCST_ = 550.0

SORTING LISTS ...DONE!

Figure 3.4: Status Without Attacker

3.7 Simulation With Attacker

3.7.1 Normal Position of Nodes

In the figure, nodes are sitting side by side. There are 17 nodes. Node 3 is the source node
and node 12 is the destination node. Previously node 5 was a normal and transferring
node but now we make it an attacker node. After node 35 is attacker node declined there is
some change of route.[18]]

Figure 3.5: Normal Position of Nodes With Attacker

3.7.2 Packet Sending

In the previous, the transferring route is from 3 to 4,5,6,7.9.10,15,16 to 12. There is no
block or packet drop. Send and replay is ok. But when we make node 5 an attacker then
route forwarder node 5 changes and node 4 is assigned as a forwarder. Node 5 blocks all
packets that trying to bypass node 5. Here is a fugue of packet sending...
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Figure 3.6: Packet Sending Block By Attacker

3.7.3 Block Or Drop By Attacker

As declared node 5 is an attacker node so node 5 block and drop the packet. In the figure,
we can see the node 5 block and drooping packer during data transfer.

nam: AODV.nam
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Figure 3.7: Data Blocking By Attacker

3.7.4 Status With Attacker

The status figure shows an error and packet drop in transferring data or packets. Node
number 5 drop packer in data transferring time.
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Starting a new one...

= S ns AODV.tcl

num_nodes is set 17

INITIALIZE THE LIST xListHead

channel.cc:sendUp - Calc highestAntennaZ_ and distCST_

highestAntennaZ_ = 1.5, distCST_ = 550.0

SORTING LISTS ...DONE!
dropped node number5 is
dropped node number5 is
dropped node number5 is
dropped node number5 is
dropped node number5 is
dropped node number5 is
dropped node number5 is
dropped node number5 is
dropped node number5 1is
dropped node number5 is
dropped node number5 is
dropped node number5 is
dropped node number5 is
dropped node number5 is
dropped node number5 is

A WN RO

$ Missing required flag -x in: W -t 25.0

Figure 3.8: Status With Attacker
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Chapter 4
Analysis

4.1 Result Analysis

After completing the simulation let’s analyze the output result file which is NAAODV.tr &
AODV.tr file. We will analyze 12 different options. NAAODV.tr & AODV.tr both files will
be checked by this analysis, and the output result of both will be given by screenshots.[[19]

Terminal = = ) 10:28AM 1%
ﬁ @ apptool foranalysetr x fXSEIERIIGTEOSWEIIEEE ® Problem loading page ¥ | i Network Jitter-Comn % | +

®a nsnam.com/2014/11/app-toolf Gingtracefilecforhun 2sae * o =

- er$ python GUI_Main.py
arning: was imported without specifying a version first.
ion('Gtk', '3.0') before import to ensure that the right ver

29): Gtk-WARNING **: : Theme parsing error: gtk-widge
ot a number
k /homefovejite/NAAOD
14429): Gtk-WARNING **: : Theme parsing error: gtk-widge
xpected a string. 1387) fatal: division

: Theme parsing error: gtk-widge /home fovejite/AODV.

) fatal: division
29): Gtk-WARNING **: : Theme parsing error: gtk-widge
Using Pango syntax for the font: style property is deprecated; pl
syntax

4429): Gtk-WARNING **: : Theme parsing error: gtk-widge
not a number

29): Gtk-WARNING **: : Theme parsing error: gtk-widge
xpected a string.

BAsDEPPD Jm

): Gtk-WARNING **: : Theme parsing error: nautilus.

L : Theme parsing error: nautilus.
with linear-gradient() is deprecated.
r$

(W]

Figure 4.1: Result Analysis

4.2 Analysis Methods

Let’s analyze NAAODV.tr & AODV.tr file with proper image. We will analyze the result
in 12 methods. A table of methods is given below

4.2.1 Average throughput

Using throughput to measure network speed is good for troubleshooting because it can
root out the exact cause of a slow network and alert administrators to problems specifically
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Method Number Name of Methods
01 Average throughput
02 Instantaneous throughput
03 Average Delay
04 Instantaneous delay
05 Average goodput
06 Instantaneous goodput
07 Average jitter
08 Instantaneous jitter
09 Average Residual Energy
10 Residual Energy for a particular node
11 Packet Delivery Ratio
12 Normalised Routing Load

Table 4.1: Analysis Methods

in regard to packet loss. Packet loss, and latency are all related to slow throughput

speed.

NAODV-Average throughput
AODV-Average throughput

--Average throughput--
I--Average throughput--
startTime: 1

startTime: 1
stopTime: 22

) stopTime: 23
receivedpPkts: 524

receivedPkts: 27
avgTput[kbps]: 162.1

avgTput[kbps]: 9.47541

(a) Average throughput Without Attacker (b) Average throughput With Attacker

Figure 4.2: Analysis of Average throughput
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4.2.2 Instantaneous throughput

The number of bits per second actually transmitted through a network is the network
througput. the number seconds used for the measurement is significant: if the measurement
is taken over a very short time interval, we are measuring the instantaneous throughput.

NAODV-Instantaneous throughput

|--Instantaneous throughput--
2.08544 163.031

3.08629 199.83
4.13265 180.587
5.1331 201.509
6.13409 206.196
7.15539 196.456
8.19181 193.899
9.20824 149.227
10.239 184.249
11.2474 226.263
12.3003 191.172
13.334 185.015
143495 195,918 Open~ o AODV-Instantaneous throughput
15.3438 226.2 s P saars:
16.345 178.03 3.05568 186.951
ir.3sz 199,548 23.4307 1.20932
18.3989 180.502
I 22.0858 20.1362
(a) Instantaneous throughput Without
Attacker (b) Instantaneous throughput With Attacker

Figure 4.3: Analysis of Instantaneous throughput

4.2.3 Average Delay

The average delay any given packet is likely to experience is given by the formula. The
average rate at which packets are arriving to be serviced. This formula can be used when
no packets are dropped from the queue.[21]

NAODV-Average Delay

Open~ n

--Average Delay--
avgDelay[ms] overall: @

AODV-Average Delay

Open~ R

| -Average Delay--
avgDelay[ms] overall: @

(a) Average Delay Without Attacker (b) Average Delay With Attacker

Figure 4.4: Analysis of Average Delay
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4.2.4 Instantaneous delay

Instant analysis of the average delay any given packet is likely to experience is given by
the formula. The average rate at which packets are arriving to be serviced.

NAODV-instantaneous delay

Open~ A

AODV-Instantaneous delay

@ = = m @ @ e @ ® @ ® @ ® ® @ ® ® ® o o
® @ o © © o @ °© o o o © °o © °o o @ © ©°o o

(a) Instantaneous delay Without Attacker (b) Instantaneous delay With Attacker

Figure 4.5: Analysis of Instantaneous delay

4.2.5 Average goodput

The goodput is a ratio between the delivered amount of information and the total delivery
time. This delivery time includes Inter-packet time gaps caused by packet generation
processing time.

NAODV-Average goodput

|-Average goodput--
Average Goodput[kbps] = .08 StartTime=100.60 StopTime=116.60

|--Average goodput--
,,,,,,,,,,,,,,,,,,,,, [Average Goodput[kbps] = 0.00 StartTime=100.00 StopTime=116.00

(a) Average goodput Without Attacker (b) Average goodput With Attacker

Figure 4.6: Analysis of Average goodput
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4.2.6 Instantaneous goodput

The goodput is a ratio between the delivered amount of information and the total delivery
time. This delivery time includes Inter-packet time gaps caused by packet generation
processing time instantly.

NAODV-Instantaneous goodput

Open~ R

--Instantaneous goodput--
2.08544 103.184

3.08629 127.891
4.13265 114.683

5.1331 127.942
6.13409 127.873
7.15539 125.331
8.19181 123.503
9.20824 94,4475

10.239 116.417
11.2474 142.803
12.3003 121.572

13.334 123.819

Openv A AODV-Instantaneous goodput
14.3425 126.932
|-Instantaneous goodput--

15.3438 143.81 2.05349 ]

16.345 111.868 3.05568 119.738

17.352 127.101 23.4307 0.785274

18.3989 114.629

22.0858 13.0191

(a) Instantaneous goodput Without Attacker (b) Instantaneous goodput With Attacker

Figure 4.7: Analysis of Instantaneous goodputt

4.2.7 Average jitter

Jitter is the variation in the time delay between when a signal is transmitted and when
it’s received over a network connection, measuring the variability in ping. This is often
caused by a network error, poor hardware performance and not implementing packet
prioritization.

NAODV-Average jitter

Open~

AODV-Av

--Average jitter--

Openv QA

--Average jitter--
startTime: 1

. startTime: 1
stopTime: 22

stopTime: 23
receivedPkts: 524
receivedPkts: 27

avglitteri[ms]: 208.752
avglitteri[ms]: 84.0071

avglitter2[ms]: 206.267 .
avglitter2[ms]: 1554.57

avglitter3[ms]: 108.679 avglitter3[ms]: 85.8119

avglitter4[ms]: 447.13 avgJitter4[ms]: 2505.62

(a) Average jitter Without Attacker (b) Average jitter With Attacker

Figure 4.8: Analysis of Average jitter
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4.2.8 Instantaneous jitter

Information is transported from your computer in data packets across the internet. They
are usually sent at regular intervals and take a set amount of time. Jitter is when there is
a time delay in the sending of these data packets over your network connection. This is
often caused by network congestion, and sometimes route changes.

NAODV-Instantaneous jitter Open~ o AODV-Instantaneous jitter

Openv 81

--Instantaneous jitter-- | -Instantaneous jitter--

(a) Instantaneous jitter Without Attacker (b) Instantaneous jitter With Attacker

Figure 4.9: Analysis of Instantaneous jitter

4.2.9 Average Residual Energy

In wireless sensor networks (WSNs), energy-constrained sensor nodes are always deployed
in hazardous and inaccessible environments, making energy management a key problem
for network design. The mechanism of RNTA (redundant node transmission agents)
lacks an updating mechanism for the redundant nodes, causing an unbalanced energy
distribution among them.

n NAODV-Average Residual Energy

Open~

Average Residual Energy
Average residual energy :37.092405

AODV-Average Residual Energy

Open ¥ i+ 8

Average Residual Energy
""""""""""" Average residual energy :38.040105

(a) Average Residual Energy Without
Attacker (b) Average Residual Energy With Attacker

Figure 4.10: Analysis of Average Residual Energy

4.2.10 Residual Energy for particular node

A node loses a particular amount of energy for every packet transmitted and every packet
received. As a result, the value of inertial energy in a node gets decreased. The current
value of energy in a node after receiving or transmitting routing packets is the residual
energy.
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n NAODV-Residual Energy for particular node a AODV-Residual Energy for particular node

Open ¥ Open~¥

Residual Energy for particular node Residual Energy for particular node
Residual energy of node 3 is : 34.460066 Residual energy of node 5 is : 35.805751

(a) Energy for particular node Without
Attacker (b) Energy for particular node With Attacker

Figure 4.11: Analysis of Residual Energy for particular node

4.2.11 Packet Delivery Ratio

The packet delivery ratio (PDR) can be measured as the ratio of the number of packets
delivered in total to the total number of packets sent from the source node to the destination

node in the network. It is desired that a maximum number of data packets has to be
reached the destination.[22]]

AODV-Packet De

NAODV-Packet Delivery Ratio

Packet Delivery Ratio
GeneratedPackets = 759

Packet Delivery Ratio
GeneratedPackets = 403

. ReceivedPackets = 27
ReceivedPackets = 524

. . Packet Delivery Ratio = 3.55731
Packet Delivery Ratio = 130.025

Total Dropped Packets = ©
Total Dropped Packets = ©

(a) Packet Delivery Ratio Without Attacker (b) Packet Delivery Ratio With Attacker

Figure 4.12: Analysis of Packet Delivery Ratio

4.2.12 Normalised Routing Load

The normalized routing load (NRL) it is the ratio of all routing control packets sent by all
nodes to the number of received data packets at the destination nodes.[23]]

NAODV-Normalised Routing Load

ornalised Routing Load
awk: /home/ovejite/APP-Tool-master/Final/nrn_rt_1d.awk:16: (FILENAME=/home/ovejite/NAAODV.tr
FNR=167798) fatal: division by zero attempted

ormalised Routing Load
awk: /home/ovejite/APP-Tool-master/Final/nrn_rt_ld.awk:16: (FILENAME=/home/ovejite/AODV. tr
FNR=14546) fatal: division by zero attempted

(a) Normalised Routing Load Without
Attacker (b) Normalised Routing Load With Attacker

Figure 4.13: Analysis of Normalised Routing Load
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Chapter 5

Discussion

Before discussion let’s see some analysis graph

5.1 Graph of Instantaneous throughput

Instantaneous Throughput Instantaneous Throughput
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(a) Instantaneous throughput graph without (b) Instantaneous throughput graph With
Attacker Attacker

Figure 5.1: Graph of Instantaneous throughput
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5.2 Graph of Instantaneous delay

1.0

Instantaneous Delay

Instantaneous Delay

0.8

Delay

0.2

0 2 4 6 8 10
Time interval

0.0
[

2 4 6 8 10
Time interval

(a) Instantaneous delay graph Without

Attacker (b) Instantaneous delay graph With Attacker

Figure 5.2: Graph of Instantaneous delay

5.3 Graph of Instantaneous goodput

Instantaneous Goodput Instantaneous Goodput

200

200

150
150

Goodput
Goodput

100

50

0 0
0 5 10 15 20 0 5 10 15 20

Time interval Time interval

(b) Instantaneous goodput graph With
Attacker

(a) Instantaneous goodput graph Without
Attacker

Figure 5.3: Graph of Instantaneous goodput
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5.4 Graph of Instantaneous jitter

Instantaneous Jitter

Instantaneous Jitter

0.00

Jitter

g o000
-0.02 =
-0.02
—-0.04
—-0.04
—0.06,
-0.06 —-0.04 -0.02 0.00 0.02 0.04 0.06
Time interval
—0.06
-0.06 -0.04 -0.02 ) 0.00 0.02 0.04 0.06
(a) Instantaneous jitter graph Without e e
Attacker (b) Instantaneous jitter graph With Attacker

Figure 5.4: Graph of Instantaneous jitter

After showing all the graphs we can decide when attackers attack nodes then package
loss, energy west, and make a lot of delays happen. The network jitter rate is always low
on the wireless network so in the jitter graph nothing to show.
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Chapter 6

Discussions

Our goal was to determine the protocol that has a low vulnerability for black hole attacks
taking AODV routing protocols. Three performance parameters delay, throughput, and
network load are taken. Our aim was to study the effect of black holes on AODV by
analyzing how much the performance of a network has been compromised.

Considering the delay of a whole network in mind the performance in the presence of a
single black hole node is analyzed. Similarly, performance parameters i.e. throughput
and network load show to the extent that network performance has been affected by the
presence of a black hole node.

As in the Black Hole attack, there is no need for RREQs and RREPs. So in the presence of
a malicious node (attack scenario), the delay has been reduced. This is because when the
sender node sends its RREQ, the malicious node is ready, and that node lies in between the
path of the sender and the receiver actually receives the request earlier than the destination.
So the malicious node sends its RREP to the sender node before the reception of RREQ
from the actual receiver. Hence the malicious node establishes a direct link with the
sender node. Now all the data sent through this malicious node never reaches the actual
receiver causing the black hole effect. Also when both protocols are compared with each
other in order to find the effect of the attack on both protocols AODV shows more delay.
For throughput considering the low traffic (low load) of WSN, in the presence of a
malicious node is comparatively low in comparison to ADOV because of its fewer routing
forwarding and routing traffic. The malicious node discards the data rather than forwarding
it to the destination, thus affecting and manipulating the throughput. The throughput in
the case of AODV with the presence of a malicious node is comparatively higher than
WMSNs. This is because of the packets discarded by the malicious node. The malicious
node immediately sends its route reply and the data is sent to the malicious node which
discards all the data. The network throughput is much lower.

In the case of network load, at high speeds, the routing protocols take much more time to
adjust and afterward send traffic to the new routes. In case of a higher number of nodes,
AODV reacts more quickly as compared to WMSNS, i.e. high network load for WMSNs
which made the difference in network load much wider. As the node begins to pause and
restarts its mobility after the starting period has more stability makes the network load
more pronounced.

The black hole node discards the data which is routed to it. This means that the consequence
of a black hole attack is packet loss of almost all the data sent from source to destination.
After analyzing the vulnerability of both protocols i.e. AODV and WMSNSs in terms of
low network traffic and high network traffic, results show that AODV is more affected by
the black hole node. This level of delay affected is about 2 to 5 percent while in WMSNs
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is about 5 to 10 percent. The delay of AODV in normal networks is much higher than
the delay in black hole attack which has been explained in our results chapter 6. The
throughput of AODV is affected twice as compared to WMSNSs. In the case of network
load, however, there is effect on AODV by the malicious node is less as compared to
WMSNEs.
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Chapter 7

Conclusion

We defined it before that wireless multimedia sensor networks (WMSNs) could be present.
As multimedia data is larger than scalar data, that’s why we need Wireless Multimedia
Sensor Networks (WMSNs). Since the data sink attack is detected only after the black
hole attack, we used the black hole attack to find that type of sink.[24]

From the above Result analysis, it can be seen that the performance of the network was
affected greatly by the Black Hole Attack. Among the different positions of the attacker,
it has been found that the performance of the network becomes worse when the attacker
takes the position in the middle of the network.[25]

To prevent this type of attack on wireless mesh networks must be sure to use a
better quality network device and security system. Otherwise, it’s not possible to prevent
it.[26]It must be noted, that not only a Black Hole attack but also another attack will
happen there. Our main target is understanding the type of protocol used, data type, and
node type with positions.

This research will help to detect protocol types, data sink types, and the black hole
attack in WSN prospective researchers. Therefore, much research needs to be done on
how to mitigate the attacks in this popular topology of WSN.

At last, we can tell that, every node which has some signal that can be hacked. So
no device or node is safe from hackers, it is only reduced by using a high-level network
firewall device, security patch, and protection system. Our advice is, it’s better to prevent
hacking from trying to stop hacking.
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